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1. SIOS DataKeeper Cluster Edition

Your information resource for SIOS DataKeeper Cluster Edition

SIOS Technology Corp. maintains documentation for all supported versions of SIOS DataKeeper Cluster
Edition. We welcome your suggestions and feedback. To help us continue to improve our
documentation, please complete our brief Documentation Feedback Survey.
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2. DataKeeper Cluster Edition Release Notes

SIOS DataKeeper Cluster Edition

Release Notes

Version 8.8.0

(Version 8 Update 8)

Released July 6, 2021

Important!!

Read This Document Before Attempting To Install Or Use This Product!
This document contains last minute information that must be considered before, during and after
installation.

Introduction

SIOS Datakeeper Cluster Edition is a highly optimized host-based replication solution which integrates
seamlessly with Windows Server 2019, Windows Server 2016, Windows Server 2012, Windows Server
2012 R2, and Windows Server 2008 R2/2008 R2 SP1 Failover Clustering. Features of Windows Server
Failover Clustering such as cross-subnet failover and tunable heartbeat parameters make it easy for
administrators to deploy geographically dispersed clusters. SIOS DataKeeper provides the data
replication mechanism which extends both versions of Windows Clustering, allowing administrators to
take advantage of these advanced features to support non-shared disk high availability configurations.

Once SIOS DataKeeper Cluster Edition is installed, a new storage class resource type called
DataKeeper Volume is available. This new SIOS DataKeeper Volume resource can be used in place of
the traditional Physical Disk shared storage resource to enable geographically dispersed clusters, also
known as multi-site clusters.

New Features of SIOS DataKeeper Cluster Edition v8

Feature Description

New in This Release

General maintenance Bug Fixes

New in Version 8.7.2

vSphere 7.0 Support for VMware vSphere 7.0

General maintenance Bug Fixes

New in Version 8.7.1
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Azure Stack

DataKeeper Cluster Edition now supports Azure Stack on Windows 2019

General maintenance

Bug Fixes

New in Version 8.7.0

Windows 2019 Support

Full Support of Windows 2019 with Secure Boot

AWS Nitro System

DataKeeper now supports AWS Nitro System

General maintenance

Bug Fixes

New in Version 8.6.5

General Maintenance

Bug Fixes.

New in Version 8.6.4

Windows 2019 Support

DataKeeper now supports Windows 2019 (Restrictions v8.6.4 only)

Delay Writes when
Write Queue limit is
reached

Introduced the BlockWritesOnLimitReached tunable, which will delay writes when
a mirror’s queue reaches the HighWater or ByteLimit, rather than pausing the
mirror and going into a resync state.

General maintenance

Bug Fixes

New in Version 8.6.3

Queue Current Age

This Performance Monitor Counter value is the age of the oldest write request in
the write queue.

General maintenance

Bug Fixes

New in Version 8.6.2

Integration with SIOS iQ

DataKeeper now includes the DataKeeper Signal package to deliver events to
SIoS iQ.

General Maintenance

Bug Fixes

New in Version 8.6.1

General Maintenance

Bug Fixes

New in Version 8.6

Tunable Write Queue
Byte Limit

Users can specify the maximum number of bytes that can be allocated for the
write queue of a mirror by changing the WriteQueueByteLimitMB registry value.

General Maintenance

Bug Fixes

New in Version 8.5.1

Windows 2016 Support

DataKeeper now supports Windows 2016.

VSS Provider

SIOS VSS Provider has been disabled by default.

General Maintenance

Bug Fixes

New in Version 8.5

CHANGEMIRRORTYPE

This EMCMD command is used to change the mirror type of a mirror that is part
of a DataKeeper job.

Tunable bitmap block
size

Users can modify the effective size of an entry in the DataKeeper intent log
(bitmap) by changing the BitmapBytesPerBlock registry value.

General Maintenance

Bug Fixes

New in Version 8.4




DataKeeper Volume
Resource Health Check

DataKeeper Volume Resource Health Check determines if the underlying volume
device becomes unreachable.

Target Bitmap File

Target writes are now tracked in a persistent target bitmap file.

General Maintenance

Bug Fixes

New in Version 8.3

DataKeeper Notification
Icon

The DataKeeper Notification Ilcon shows a summary of your DataKeeper mirrors
in the Windows Notification Tray. In addition to the display functions, the
DataKeeper Notification Icon also serves as a shortcut to managing your
DataKeeper mirrors.

mirrorcleanup.cmd

This command will remove all remnants of a mirror for a selected volume on the
local system only and should only be run when recommended by SIOS Support.

Powershell cmdlet

Powershell cmdlets that can be used to create job(s), create mirror(s), remove
job(s), remove mirror(s) and fetch information about a volume used in
DataKeeper (New-DataKeeperMirror, New-DataKeeperJob, Remove-

P DataKeeperMirror, Remove-DataKeeperJob, Add-DataKeeperJobPair, Get-
DataKeeperVolumelnfo).
DKHEALTHCHECK Suplport' status and issue identification _tooI. Provides command line interface for
basic mirror status and problem detection.
General Maintenance Bug Fixes
New in Version 8.2.1
General Maintenance Bug Fixes

New in Version 8.2

DataKeeper Non-
Mirrored Volume Cluster
Resource

The DataKeeper Non-Mirrored Volume Cluster Resource allows users to use a
local volume in a failover cluster without requiring that it be part of a mirror. Some
of the common use cases for this feature include enabling rolling cluster OS
upgrades on existing hardware and moving tempdb to local storage in SQL 2008
R2 clusters and earlier.

General Maintenance Bug Fixes

New in Version 8.1
General Maintenance Bug Fixes

New in Version 8.0.1
General Maintenance Bug Fixes

New in Version 8.0

Replicate to Node
Outside of Cluster

DataKeeper now allows you to have a replication target which resides outside of
the failover cluster.

Operating System
Support

DataKeeper now only supports Windows 2008R2 and later 64-bit Operating
Systems. To run on an earlier version of Windows or on 32-bit systems, you must
use DataKeeper v7.

Windows 2012 R2
Support

DataKeeper now supports Windows 2012 R2.

General Maintenance

Bug Fixes

Bug Fixes
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The following is a list of the latest bug fixes and enhancements.

Description
PW-2284 [ emcmd . createjob should set shared volume configuration flags as appropriate
PW-2886 | Warn users, and handle, missing and incorrectly initialized bitmap volumes
PW-3241 EMTray doesn’t exit completely
PW-3360 | Allow Failover Clustering File Share creation on non mirrored volume
PW-3412 [ Add information to logs to help debug Event ID 264 causing full resyncs
PW-3455 | Server crashes when snapshot is taken

Product Definitions and Platforms

Product Requirements

Product @perating Additional Software
Systems
Hotfix — KB 951308
https://support.microsoft.com/en-us/help/951308
If protecting Hyper-V resources, Hotfix KB 958065
https://support.microsoft.com/en-us/help/958065
See the
Server DKCE
Components | Support Note: These hotfixes are not required for Windows Server 2008 R2/2008 R2
Matrix SP1.
Contact Microsoft for a fix that will allow NICs to be added to a Virtual
Machine after the VM has been placed into a Failover Cluster. (For more
information, see Hyper-V Host Cluster Error.)
User Sf(%?e MMC 3.0 — download from:
Interface mrt https://download.cnet.com/Microsoft-Management-Console-3-0-for-Windows-
M—a%i’x— XP-KB907265/3000-2206_4-10741230.html

Note: All servers should run the same version of Windows and the same version of DataKeeper

software.

Make sure you verify the following settings prior to installing and configuring SIOS DataKeeper Cluster

Edition.

* Important: SIOS Technology Corp. recommends that users use Domain accounts that have local

Admin privileges on all servers running DataKeeper. If you are using Local accounts, the

username and passwords must match on all servers running DataKeeper. This recommendation is

for all editions and all platforms.
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+ Follow Microsoft best practices for deploying geographically dispersed clusters, including changing
the quorum mode majority node setting with a file share witness.

« DataKeeper Failover Cluster registration is automatic and occurs 60 seconds after the following
events have occurred on each cluster node:
o A DataKeeper Cluster Edition license has been installed on each cluster node.
o The Windows server Failover Clustering feature has been installed on each server.
> A Windows server Cluster configuration has been formed.

System Requirements for Datakeeper
Memory — with no mirrors or jobs configured.
Baseline Memory Usage:

Emtray.exe = 7,560 KB

Extmirrsvc.exe = 2,504 KB

Mmc.exe = 56,944 KB

Poolmon.exe(EmDB & EmMi) = 102.704 KB

Extmirr.sys = 367 KB

Processor Requirements — Refer to Windows Processor Requirements.

Total = 167,277.7KB or 167.28 MB

Disk Space for Installation

667 MB

* Note: Memory and CPU usage will increase based on the number, size, and write
activity of the mirrors.

Local Security Policy Requirement

If your Windows servers are not in a domain and you are going to run the DataKeeper Service as the
local system account, the Local Security policy setting “Network Access: Let Everyone permissions
apply to anonymous users” must be enabled.

Known Issues

Windows 2016

» QOccasional job creation failure
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SCVMM 2012

If using DataKeeper with SCVYMM 2012, you must use SCVMM 2012 SP1.

Windows Server 2012

For issues and enhancements related to Windows Server 2012, see the following topics:

WSFC 2012 Failover Cluster Manager Ul Defect

Manual Creation of a Mirror in WSFC

WSFC 2012 Cluster Creation Default Setting Issue

WSFC 2012 File Shares Cannot be Created for File Server Resource

WSFC 2012 Server Manager — Incorrect Volume Display

WSFC 2012 Server Manager — DataKeeper “Disk” Not Shown as Clustered

Windows Server 2012 Default Information Missing During Mirror Creation

Windows Server 2012 DataKeeper MMC Snap-in Crash

Windows Server 2012 — Simultaneous Move of Multiple Clustered File Server Roles Can Result in

DataKeeper Switchover Failures
Windows Server 2012 iSCSI Target Role Does Not Support Dynamic Disks
Using iSCSI Target with DataKeeper

Also see the Known Issues and Workarounds and Restrictions sections of DataKeeper Cluster Edition

Technical Documentation.

DataKeeper Cluster Edition Quick Start Guide

To get started using SteelEye DataKeeper Cluster Edition, refer to the DataKeeper Cluster Edition Quick
Start Guide.
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3. DataKeeper Cluster Edition Quick Start
Guide

This topic provides step-by-step instructions for installing and configuring DataKeeper Cluster Edition.

The series of steps includes links to the documentation that describe each step in detail.

Prerequisites and Installation

1. Read the DataKeeper Cluster Edition Release Notes for late breaking information.

2. Firewall Configurations — Make sure you understand what ports must be opened on any firewalls.

3. Network Bandwidth — If replicating across a WAN, it is critical that a rate of change analysis be

done to ensure there is adequate bandwidth.

4. DataKeeper is a block-level volume replication solution and requires that each node in the cluster
have additional volume(s) (other than the system drive) that are the same size and same drive
letters. Please review Volume Considerations for additional information regarding storage

requirements.

5. Configure your Cluster — It is important to have Windows Server configured as a cluster using
either a node majority quorum (if there is an odd number of nodes) or a node and file share
majority quorum (if there is an even number of nodes). Consult the Microsoft documentation on

clustering or this article on the Clustering for Mere Mortals blog for step-by-step instructions.
Microsoft released a hotfix that allows disabling of a node’s vote which may help achieve a higher
level of availability in certain multi-site cluster configurations. This hotfix and when it should be
used is described in this article in Clustering for Mere Mortals.

6. After the basic cluster is configured but prior to any cluster resources being created, install and
license DataKeeper Cluster Edition on all cluster nodes. See the DataKeeper Cluster Edition

Installation Guide for detailed instructions.

* DataKeeper automatically installs .NET 4.7.2 and does not uninstall/remove any existing
versions that are already installed.

* Note — If installing DataKeeper Cluster Edition on Windows “Core” (GUI-less
Windows), make sure to read this section for detailed instructions — [nstalling and
Using DataKeeper on Windows 2008R2 Server Core Platforms.

Configuration

The following sections describe the most common cluster configurations. Follow the instructions in the
section that most likely matches your environment.

2-Node Replicated Cluster
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1. Verify/Install licensing via the License Manager.

2. The initial configuration must be done from the DataKeeper Ul running on one of the cluster

nodes. If it is not possible to run the DataKeeper Ul on a cluster node, such as when running
DataKeeper on a Windows Core only server, install the DataKeeper Ul on any computer running
Windows XP or higher and follow the instruction in the Core Only section for creating a mirror and
registering the cluster resources via the CLI.

3. Once the DataKeeper Ul is running, connect to each of the nodes in the cluster.

4. Create a Job using the DataKeeper Ul. This process creates a mirror and adds the DataKeeper
Volume resource to the Available Storage.

Note - If clustering Hyper-V VMs, do not add the DataKeeper Volume Resource to Available
Storage at the end of the mirror creation process. Instead, allow the mirror to create but do not
choose to register the DataKeeper Volume in Available Storage at the end of the Mirror Creation
Wizard, then follow the instructions on this page, Using DataKeeper Cluster Edition to Enable
Multi-Site Hyper-V Clusters. Make sure that Virtual Network Names for NIC connections are
identical on all cluster nodes.

5. If additional mirrors are required, you can Add a Mirror to a Job.

6. With the DataKeeper Volume(s) now in Available Storage, you are able to create cluster resources
(SQL, File Server, etc.) in the same way as if there were a shared disk resource in the cluster.
Refer to Microsoft documentation for additional information or view this article in Clustering for
Mere Mortals for step-by-step cluster configuration instructions.
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3- or 4-Node Multi-Site Cluster with Mixed Shared/Replicated Storage
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1. Verify/Install licensing via the License Manager.

2. The initial configuration must be done from the DataKeeper Ul running on one of the cluster

nodes. If it is not possible to run the DataKeeper Ul on a cluster node, such as when running
DataKeeper on a Windows Core only server, install the DataKeeper Ul on any computer running
Windows XP or higher and follow the instruction in the Core Only section for creating a mirror and
registering the cluster resources via the CLI.

3. Once the DataKeeper Ul is running, connect to each of the nodes in the cluster. Important — In

order for DataKeeper to detect that a disk is shared, ALL of the nodes of the cluster must be
connected to through the DataKeeper Ul.

4. Prior to creating the DataKeeper Job, the storage must be configured such that the nodes located
in the same location each have have access to the shared storage. The instructions for the Safe
Creation of a Shared-Storage Volume contain the information needed to safely give both servers

access to shared storage once the storage has been provisioned and the same LUN has been
handed off to each of the shared cluster nodes. The process of provisioning the storage and
handing it off to two or more servers at the same time will be dependent upon the storage array.
Please refer to your storage documentation for instructions on provisioning storage for clustered
environments.

5. Create a job using the instructions in “Creating Mirrors With Shared Volumes.” This process

creates a mirror as well as collects information about the shared disks and then adds the
DataKeeper Volume resource to the Available Storage.

Note — If clustering Hyper-V VMs, do not add the DataKeeper Volume Resource to Available
Storage at the end of the mirror creation process. Instead, allow the mirror to create but do not
choose to register the DataKeeper Volume in Available Storage at the end of the Mirror Creation
Wizard, then follow the instructions on this page, Using DataKeeper Cluster Edition to Enable
Multi-Site Hyper-V Clusters. Make sure that Virtual Network Names for NIC connections are
identical on all cluster nodes.

6. If additional mirrors are required, you can Add a Mirror to a Job.

7. With the DataKeeper Volume(s) now in Available Storage, you are able to create cluster resources
(SQL, File Server, etc.) in the same way as if there were a shared disk resource in the cluster.
Refer to Microsoft documentation for additional information or view this article in Clustering for
Mere Mortals for step-by-step cluster configuration instructions.
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Management

Once a DataKeeper volume is registered with Windows Server Failover Clustering, all of the
management of that volume will be done through the Windows Server Failover Clustering interface. All of
the management functions normally available in DataKeeper will be disabled on any volume that is under

cluster control. Instead, the DataKeeper Volume cluster resource will control the mirror direction, so
when a DataKeeper Volume comes online on a node, that node becomes the source of the mirror. The
properties of the DataKeeper Volume cluster resource also display basic mirroring information such as
the source, target, type and state of the mirror.

For more information, please refer to the DataKeeper Cluster Edition Technical Documentation.

Troubleshooting
Use the following resources to help troubleshoot issues:

e Troubleshooting issues section

* For customers with a support contract — http://us.sios.com/support/overview/

* For evaluation custmers only — Pre-sales support
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4. Deploying DataKeeper Cluster Edition in
AWS

Introduction

- Best Practices

« Recommended Instance Types

+ Manual Deployment of a SQL Server Failover Cluster Instance

« Automatic Deployment of a SQL Server Failover Cluster Instance
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4.1. Best Practices

The following recommendations should be followed for optimal performance. They include
considerations specific to both the Windows operating system and AWS Cloud configuration. The
primary component of SIOS DataKeeper is an upper filter volume driver. This driver tracks and
processes every request sent to a source volume, and therefore incurs some overhead for all volume
operations. When properly configured this overhead can be as low as 2%, but this is not usually
expected in cloud environments. The average customer should see somewhere between 10% and 20%
overhead when operating in the cloud.

» Instance Size — Replication performance relies on several factors. CPU usage is minimal, but
RAM utilization depends entirely on network performance, peak active workload, volume read/
write latency, and the number of concurrent mirrors under load. With these considerations in mind
SIOS recommends using instance sizes that have at least medium network performance, enable
EBS optimization by default, and provide at least one instance storage volume that is NOT
EBS-only. The r3.xlarge instance size is the smallest recommended instance size if performance
is a concern. However, SIOS DataKeeper can be installed on any size currently available. For a
full list of sizes supported refer to Supported Instance Sizes.

* Instance Storage Automatic Initialization — If you are using Instance Storage for DataKeeper
Bitmaps, make sure that the Amazon EC2Launch Disk Initialization script is set to automatically
initialize the instance storage disks. You can run the Powershell script “get-scheduledtasks” and
verify that the Amazon “InitializeDisks.ps1” script is set to be automatically executed at system
boot. If your system is using the EC2Launch V2 service, look at the Volume initialization tab and
verify that volumes are chosen to be initialized at boot time.

These Amazon initialization scripts initialize instance storage disks and create volumes on them,
assigning the highest available drive letter (Z: by default — Y: if Z: is already in use, etc.). Set your
bitmap drive to be the correct letter assigned by the Amazon script.

* Before checking for the following two features (EBS Optimization and ENA Support),
verify the AWS CLI client software is installed on the system and then run “aws
configure®.

« EBS Optimization — This feature needs to be Enabled / True for performance in AWS with DK.
Confirm using the following command:

aws ec2 describe-instances —instance-ids instance_id —region region —query
“Reservations[].Instances[].EbsOptimized”

* ENA Support (Enhanced Networking) — This feature needs to be Enabled / True for performance
in AWS with DK. Confirm using the following command:
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aws ec2 describe-instances —instance-ids instance_id —region region —query

“Reservations[].Instances[].EnaSupport”

* To avoid poor performance, relocate the bitmap file to AWS ephemeral storage. See
DataKeeper Intent Log files on AWS Ephemeral Storage for more information.

* When installing DataKeeper manually, make sure the ephemeral drive is reattached after
the instance is shut down and restarted. Refer to EC2Launch for more information.

* Instance Storage — Several features of SIOS DataKeeper rely on very low latency volume access.
Bitmap storage must be configured to reside on a *non*-EBS-only instance storage volume. This
should be automatically configured if using one of the general purpose SIOS DataKeeper AMIs,
but any nodes in which SIOS DataKeeper is installed manually will need to configure this manually
as well (refer to Relocation of Intent Log). Manual configuration will also be needed if using the
SIOS DataKeeper for SAP ASCS/ERS on Windows AMIs as they do not have this setting pre-
configured. It is also possible to place the bitmap file on either a storage pool volume consisting of

several disks striped together or low latency io1 volumes. There is a cost-performance trade-off
that should be evaluated and performance tested before using either of these methods in
production. Using instance storage volumes however is extremely low cost, and offers comparable
performance without unnecessary configuration required.

* Volume Properties — While a simple volume is all that is required for proper mirror operation,
more advanced techniques can be used to minimize read/write latency. SIOS recommends
creating identical Storage Pools to support mirror volumes on both source and target systems.
This QuickStart does not configure Storage Pools during deployment. Storage Spaces Direct is
not compatible with SIOS DataKeeper and should not be used (refer to
https://techcommunity.microsoft.com/t5/Storage-at-Microsoft/Using-the-Storage-Pools-page-in-

Server-Manager-to-create-storage/ba-p/424656 for more information).

* Rolling Back A System Snapshot — The snapshot taken gives you the state of the system at that
time. Using AWS / Azure as an example — if that system is restored with that full system snapshot
then you have to force a full resync for all of the mirrors (whether it is the source system or the
target system) to make sure the data is the same on both systems after the restore is done.

RTO and RPO — SIOS DataKeeper does not add significantly to a typical cluster single-server outage
failover RTO. Assuming appropriate instance sizes are utilized, resource contention is not an issue,
SIOS DataKeeper is properly configured and in the mirroring state, and assuming trivial application
recovery time an RTO of <1 minute is possible. Realistically an RTO of between 2 and 5 minutes should
be expected unless the application being protected (MSSQL, SAP, etc.) has an unusually large recovery
time.

Assuming the same conditions, RPO should be only a few milliseconds larger than the current network
write latency between the source and target nodes. RPO can be measured with this counter
Performance Monitor Counters.

Page 20 of 592


https://docs.aws.amazon.com/AWSEC2/latest/WindowsGuide/ec2launch.html#ec2launch-mapping
https://techcommunity.microsoft.com/t5/Storage-at-Microsoft/Using-the-Storage-Pools-page-in-Server-Manager-to-create-storage/ba-p/424656
https://techcommunity.microsoft.com/t5/Storage-at-Microsoft/Using-the-Storage-Pools-page-in-Server-Manager-to-create-storage/ba-p/424656

SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

In many cases the RPO will be measured in milliseconds, but things like network congestion, abnormally
high disk write activity, or slow write performance on the target server can impact RPO greatly. SIOS
DataKeeper does not conflict with EBS snapshots, and can be used in conjunction with them on the
source system. However, restoring a source volume from snapshot is not trivial, and will require a full
resync of all data protected by the applicable mirror before the above RPO guidelines are applicable
again.
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4.2. Recommended Instance Types

SIOS maintains AMiIs for the following instances. Not all instance types are available in all regions. If one
of the bellow types are not available it is probably due to the base instance type not being available in
the region currently selected.

The following were chosen as they all support EBS-optimization enabled by default, true instance
storage, and at least medium network performance. SIOS DataKeeper is supported on most other
instance types, but will need to be manually installed and configured. If a desired size is not included
below please refer to Best Practices to ensure proper configuration.

Instance types currently available as AMls:

m3.xlarge
m3.2xlarge
mbd.large
mbd.xlarge
m5d.2xlarge
m5d.4xlarge
mb5d.8xlarge
mb5d.12xlarge
m5d.16xlarge
mb5d.24xlarge
m5d.metal
mbdn.large
mb5dn.xlarge
m5dn.2xlarge
mbdn.4xlarge
mb5dn.8xlarge
m5dn.12xlarge
m5dn.16xlarge
mbdn.24xlarge
c3.xlarge
c3.2xlarge
c3.4xlarge
cb5d.large
c5d.xlarge
c5d.2xlarge
c5d.4xlarge
c5d.9xlarge
c5d.12xlarge
c5d.18xlarge
c5d.24xlarge
c5d.metal
x1.16xlarge
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x1.32xlarge
x1e.xlarge
x1e.2xlarge
x1e.4xlarge
x1e.8xlarge
x1e.16xlarge
x1e.32xlarge
r3.xlarge
r3.2xlarge
r3.4xlarge
r5d.large
rdd.xlarge
r5d.2xlarge
r5d.4xlarge
r5d.8xlarge
r5d.12xlarge
r5d.16xlarge
r5d.24xlarge
r5d.metal
rddn.large
r5dn.xlarge
rddn.2xlarge
rddn.4xlarge
r5dn.8xlarge
r5dn.12xlarge
rddn.16xlarge
rddn.24xlarge
p2.xlarge
p2.8xlarge
p2.16xlarge
p3dn.24xlarge
g2.2xlarge
g3.4xlarge
g3.8xlarge
g3.16xlarge
g3s.xlarge
g4dn.xlarge
g4dn.2xlarge
g4dn.4xlarge
g4dn.8xlarge
g4dn.12xlarge
g4dn.16xlarge
h1.2xlarge
h1.4xlarge
h1.8xlarge

SIOS DataKeeper Cluster Edition - 8.8.0
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h1.16xlarge
i2.xlarge
i2.2xlarge
i2.4xlarge
i3.large
i3.xlarge
i3.2xlarge
i3.4xlarge
i3.8xlarge
i3.16xlarge
i3.metal
i3en.large
i3en.xlarge
i3en.2xlarge
i3en.3xlarge
i3en.6xlarge
i3en.12xlarge
i3en.24xlarge
i3en.metal
d2.xlarge
d2.2xlarge
d2.4xlarge
d2.8xlarge
z1d.large
z1d.xlarge
z1d.2xlarge
z1d.3xlarge
z1d.6xlarge
z1d.12xlarge
z1d.metal

SIOS DataKeeper Cluster Edition - 8.8.0
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4.3. Manual Deployment of a SQL Server
Failover Cluster Instance

* DISCLAIMER: While the following completely covers the high availability portion within
the scope of our product, this is a setup “guide” only and should be adapted to your own
configuration.

* Please refer to the AWS Marketplace for a list of supported instance sizes.

Overview

DataKeeper Cluster Edition provides replication in a virtual private cloud (VPC) within a single region
across availability zones. In this particular SQL Server clustering example, we will launch four instances
(one domain controller instance, two SQL Server instances and a quorum/witness instance) into three
availability zones.

Elastic P Address

Internet Gateway

S0QL1 Instance S0QL2 Instance m

Subnet1 Subnet? Subnetd
15.0.1.0024 15.0.2.0i24 15.0.3.0124
Prvate P 15.0.1.130  RePROnalons oy o152 120 Private IP- 15.0.3.120

] 1

EC2 Region = US-West

Subinet

PIS ccoo | e

 Azemvaiavny zone [N

Availability Zone 2b

<

Virtual Private Cloud (15.0.0.018)
Avallability Zone 2c

DataKeeper Cluster Edition provides support for a data replication node outside of the cluster with all
nodes in AWS. In this particular SQL Server clustering example, four instances are launched (one
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domain controller instance, two SQL Server instances and a quorum/witness instance) into three
availability zones. Then an additional DataKeeper instance is launched in a second region including a
VPN instance in both regions. Please see Configuration of Data Replication From a Cluster Node to

External DR Site for more information. For additional information on using multiple regions please see

Connecting Multiple VPCs with EC2 Instances.

Subrel]
1
Prsie I 10011

Virtual Private Cloud

EC2 Region = US-East

i o [

DataKeeper Cluster Edition also provides support for a data replication node outside of the cluster with
only the node outside of the cluster in AWS. In this particular SQL Server clustering example, WSFC1
and WSFC2 are in an on-site cluster replicating to an AWS instance. Then an additional DataKeeper

instance is launched in a region in AWS. Please see Configuration of Data Replication From a Cluster
Node to External DR Site for more information.
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Requirements
Description Requirement

VLT ENZIC In a single region with three availability zones

Cloud

Instance Type Minimum recommended instance type: M1 Medium
OpEEiig See the DKCE Support Matrix

System

Elastic IP One elastic IP address connected to the domain controller

One domain controller instance, two SQL Server instances and one quorum/witness

Four instances .
instance

ENI (Elastic Network Interface) with 4 IPs

* Primary ENI IP statically defined in Windows and used by DataKeeper Cluster
Each SQL Edition

Server
* Three IPs maintained by EC2 while used by Windows Failover Clustering ,

DTC and SQLFC

Three volumes (EBS and NTFS only)
* One primary volume (C drive)

Volumes * Two additional volumes
o One for Failover Clustering
o One for MSDTC

Release Notes

Before beginning, make sure you read the DataKeeper Cluster Edition Release Notes for the latest

information. It is highly recommended that you read and understand the DataKeeper Cluster Edition
Installation Guide.
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Create a Virtual Private Cloud (VPC)

A virtual private cloud is the first object you create when using DataKeeper Cluster Edition.

* A virtual Private Cloud (VPC) is an isolated private cloud consisting of a configurable
pool of shared computing resources in a public cloud.

1. Using the email address and password specified when signing up for Amazon Web Services
(AWS), sign in to the AWS Management Console.
2. From the Services dropdown, select VPC.

Histary

NB Conscle Home

VR
B2

3. On the right side of the top navigation bar, select the region for your virtual private cloud.

U3 East (M. Virginia)

Us West (Oregon)

S West (M. California)
EU (lreland)

Asia Pacriic (Singapore)
Asia Pacific (Tokya)
Asia Paciic (Sydney)

South America {330 Paula)

4. On the VPC Dashboard, select Your VPCs from the left navigation pane.

5. Select Create VPC.
6. Define your virtual private cloud subnet by entering your CIDR (Classless Inter-Domain Routing)

as described below, then click Yes, Create.
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Create VPC Cancal | X

AVPC is an isolated portion of the AWS cloud populated by AWS objects,
such as Amazon EC2 instances. Please use the Classless Inter-Domain
Routing (CIDR) block format to specfy your VPC's contiguous IP address
range, for example, 10.0.0.0/16. Please note that you can create a VPC no

arger than /16. /

CIDR Block: | {e.g. 10.0.0.0/16)

Tenancy: |Dafault vI
Cancel || Yes, greate |

7. Once your virtual private cloud has been successfully created,click Close to return to the VPC
Dashboard.

o¥s A Route Table will automatically be created with a “main” association to the new VPC.
You can use it later or create another Route Table.

oY HELPFUL LINK:
Amazon’s Creating a Virtual Private Cloud (VPC)

Create Internet Gateway and Attach to Virtual Private Cloud

Create and attach an Internet Gateway which provides access to your virtual private cloud from the
Internet (from outside the virtual private cloud).

* An Internet Gateway connects your VPC directly to the Internet and provides access to
other AWS resources.

Select Internet Gateways from the left navigation pane.

Select your Gateway ID from the list of Internet Gateways.
Click Attach to VPC.

Select your virtual private cloud from the dropdown list and click Yes, Attach.

A

Attach to VPC Cancal X

Select the VPC to attach to the Intemet Gateway.

e
¥

wpe: [vpcfcald2as (16.0.0.016) =

| Cancel | ¥es, Artach |
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Create Subnets and Select Availability Zones

Create network subnets and select an availability zone for each subnet. You will launch your instances
into these availability zones and their associated subnet address space. This will enable you to group
server instances based on your security and high availability requirements. For a DataKeeper
configuration, you will want to configure at least two subnet/availability zones. In this example, we will
also configure a third availability zone for the quorum witness server.

1. From the left navigation pane of the VPC Dashboard, select Subnets.

2. Click Create Subnet.

3. On the Create Subnet dialog, select your virtual private cloud and choose an availability zone,
then enter a CIDR based on the instructions in the dialog (shown below). Click Yes, Create.

Create Subnet Cancel x

Please use the CIDR format to specify your subnet's I[P address block (e.g.,
10.0.0.0/24), Please note that block sizes must be between a /16 netmask
and /28 netmask. You can create mo more than 20 subnets per VPC. Also,
please note that a subnet can be the same size as your VPC.

vec: [vpc-7241531b (15.0.0.0116) =]

Avallability Zone: |hll:| Preference =

CIDR Block: [15010/24 {e.g. 10,0.0.0/24)

Cancel || Yes, Create

* As part of your Virtual Network Topology you will add these subnets to your Route Table
below.

Virtual Network Topology Overview

The VPC with a default Route Table, multiple Subnets each in an Availability Zone, and an Internet
Gateway have now been created. Server instances will be created below in each of the Availability
Zones. An Elastic IP address will also be created and attached to the domain controller instance to
provide a consistent and direct interface to your “virtual lab”. More about these steps below.
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Elastic IF Address
Internet Gateway

Virtual Private Cloud (VPC)

Set Up Routing and Security

You will set up routing and security to control the flow of traffic in and out of the availability zones.

Set Up Route Tables

Each subnet in your virtual private cloud must be associated with a route table to determine how the
traffic between availability zones flows. If you use the default Route Table created for your VPC, you can

skip to step 4 below.

S

From the left navigation pane of the VPC Dashboard, select Route Tables.

Select Create Route Table.

Select your virtual private cloud and click Yes, Create.

Select your new route table.

Under the Routes tab in the bottom pane, the first row is the local route. This enables
communication within the virtual private cloud. Click on Edit routes and associate your Internet
Gateway with 0.0.0.0/0. This will appear in the second row and provides access into the virtual
private cloud (0.0.0.0/0). This subnet is referred to as public because all traffic from the subnet
goes to the Internet Gateway.

In the box under Destination, enter 0.0.0.0/0, then under Target, select your Internet Gateway
created above and click Save.
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6. Under the Subnet Associations tab, click on Edit Subnet Associations, select all of your
subnets then click Save.

Create Network Security Group

In order to control inbound traffic as well as traffic between availability zones within the virtual private
cloud, a security group should be set up.

* When you create a server instance you can optionally create a new Security Group at
that time for that server and configure it, or you can create a new Security Group now
and configure it in advance.

1. From the left navigation pane of the VPC Dashboard, select Security Groups.
2. Click Create Security Group.

3. Enter Name and Description then select your virtual private cloud and click Create security
group.
4. Under the Inbound rules tab, click on Edit Inbound rules, then click on Add rule.

All ICMP

[ |

55H

F @ defaul

SMTP
DS
HTTF
POP3

IMAF
1 Security Grow
LOAP
Securit
,} ecurty HTTES

Details Ink

SMTPS

Create a  [All Trafiic
new rule:

|4

Port ranga: |
{=.g., B0 or 43152-55535)

5. To enable a Remote Desktop Connection, select RDP from the TYPE selection box and TTY
protocol and Port 3389 will be inserted for you. Then enter a custom Source address 0.0.0.0/0
and click Save rules.

6. Under the Outbound rule tab, ensure that Type is set to All Traffic and Destination is set to
0.0.0.0/0. If not, use the Edit Outbound rules button and set this up.

oY HELPFUL LINKS:
Amazon EC2 Security Groups
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The following walks you through launching an instance into your subnet. You will want to launch two

instances into one availability zone, one for your domain controller instance and one for your SQL

instance. Then you will launch another SQL instance into another availability zone and a quorum witness

instance into yet another availability zone.

ots HELPFUL LINKS:

Amazon EC2 Instances
Available Instance Types

Using the email address and password specified when signing up for Amazon Web Service
(AWS), sign in to the “Amazon EC2 Console”.

2. From the top right of the navigation bar, select the region for your instance from the dropdown
selection.
Eczomnbowd S Resources & pAdg  USEm vegn A
i are uming Ihe Inlowing Amanon EC2 resourses in the LS West (Cregon) region U West Orngon)
Furming Featances 2 Elastic [Py ’
Spot Requests Load :
Create Instance Fe

3. Select Instances from the left navigation pane, then click the Launch Instances button.
4. Choose an AMI. Select the Microsoft Windows Server 2016 Base AMI (Datacenter Edition)
5. Select your Instance Type. (Note: Select M1 Small or larger.).
6. Click on Configure Instance Details

a. For Network, select your VPC.

b. For Subnet, select an Availability Zone/Subnet that you created.

c. Accept defaults in the Network Interface section.

d. Accept defaults in the Advanced Details section.
7. Click on Review and Launch.

a. Review the Instance Type information.

b. Accept a new Security Group, or Edit and select an existing one.

c. Review Instance Details information (accept defaults)

d. Review Storage information (accept defaults).

e. Add a Tag to name your instance and Click on Review and Launch (again).
8. Perform final review of the Instance and click on Launch.
9. Unless choosing an existing Key Pair, you’ll select Create a New Key Pair.
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10. Enter a key pair name and then select Create & Download your Key Pair.
11. Save the Key Pair file in a place you’ll remember. Note: You can use this key pair to launch other
instances in the future or visit the Key Pairs page to create or manage existing ones.

Get Windows Admin Password

You will need an administrator password to connect to your instance with Remote Desktop. Note: You
will need the private key file that you created when you launched your instance.

1. Click Instances in the left navigation pane to view the status of your new instance. The status
should be pending while it is launching, but status will change to running.

2. Select your new instance.

3. From the Actions dropdown menu, select Connect, RDP Client tab, then select Get Password.
Browse to your saved Key Pair then press Decrypt Password. The password will be displayed.
Save it in a safe place.

Actions =

Instance Management

Connect
et System Log

: Get Windows Admin Password
Create Image (EBS AMI)
Add/Edit Tags
Change Security Group

* IMPORTANT: Make a note of this initial administrator password. It will be needed to log
on to your instance.

Repeat the above steps for all instances.

Assign a Virtual Private Cloud Elastic IP Address to the
Domain Controller Instance

For an instance in your virtual private cloud to be reachable from the Internet, it must have a virtual
private cloud elastic IP (EIP) address assigned to it. This is your entry point into your “virtual lab.”

This elastic IP address is being associated with the domain controller’s primary elastic network interface
(ENI). The domain controller’s elastic network interface is attached to a public subnet and through a rule
that you will create, routes 0.0.0.0/0 (all traffic) to the virtual private cloud’s Internet Gateway. You also
created a rule in your Security Group (above) to allow Remote Desktop Connections to connect to your
instances. You will initially connect to your domain controller through the elastic IP via a Remote
Desktop Connection. Once connected to your domain controller, a router allows you to Remote Desktop
into your other instances. Alternatively, you can also connect directly to each server instance via Remote
Desktop Connection using a temporary Public IPv4 Address created each time an instance is started.
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From the left navigation pane of the VPC Dashboard, select Elastic IPs.
Click Allocate Elastic IP Address, then select Allocate.

For the new Elastic IP Address (EIP), enter a name and click Save.

Return to the main Elastic IPs page. The new EIP will appear in the list.
Select the new EIP and Click on Actions > Associate Elastic IP Address.
Choose the Domain Controller Instance to attach this new EIP Address.

N oA eNh =

Choose a Private IP address (one will be provided), click the Associate button.

Connect to Instances

Once you’ve retrieved your initial administrator password and set up your Remote Desktop Connection
(RDP) “Rule”, you can connect to your domain controller instance via Remote Desktop Connection.
Once you are connected to your domain controller instance, you can Remote Desktop into your other
instances from there. Alternatively, you can also connect directly to each server instance via Remote
Desktop Connection using a temporary Public IPv4 Address created each time an instance is started.

1. Open a Remote Desktop Connection and enter the Elastic IP address of your domain
controller instance.
2. Login as administrator and enter your administrator password.

* BEST PRACTICE: Once logged on, it is best practice to change your password.

Configure the Domain Controller Instance
Now that the instances have been created, we started with setting up the Domain Service instance.

This guide is not a tutorial on how to set up an Active Domain server instance. We recommend reading
articles on how to set up and configure an Active Directory server. It is very important to understand that
even though the instance is running in an AWS cloud, this is a regular installation of Active Directory.

Alternatively you may create an AWS Active Directory Service instead of using a server instance for this
purpose.

Static IP Addresses

Configure Static IP Addresses for your Instances

Connect to your domain controller instance.

Click Start / Control Panel.

Click Network and Sharing Center.

Select your network interface.

Click Properties.

Click Internet Protocol Version 4 (TCP/IPv4), then Properties.

Obtain your current IPv4 address, default gateway and DNS server for the network interface

N oA N~
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from Amazon.
8. In the Internet Protocol Version 4 (TCP/IPv4) Properties dialog box, under Use the following
IP address, enter your IPv4 address.
9. In the Subnet mask box, type the subnet mask associated with your virtual private cloud subnet.
10. In the Default Gateway box, type the IP address of the default gateway and then click OK.
11. For the Preferred DNS Server, enter the Primary IP Address of Your Domain Controller (ex.
15.0.1.72).
12. Click Okay, then select Close. Exit Network and Sharing Center.
13. Repeat the above steps on your other instances.

Join the Two SQL Instances and the Witness Instance to
Domain

* Before attempting to join a domain make these network adjustments. On your network
adapter, Add/Change the Preferred DNS server to the new Domain Controller address
and its DNS server. Use ipconfig /flushdns to refresh the DNS search list after this
change. Do this before attempting to join the Domain.

* Ensure that Core Networking and File and Printer Sharing options are permitted in
Windows Firewall.

On each instance, click Start, then right-click Computer and select Properties.
On the far right, select Change Settings.

Click on Change.

Enter a new Computer Name.

Select Domain.

Enter Domain Name — (ex. docs.aws.com).

Click Apply.

N ok owdhd=

«¥s Use Control Panel to make sure all instances are using the correct time zone for your
location.

* BEST PRACTICE: It is recommend that the System Page File is set to system
managed (not automatic) and to always use the C: drive.

Control Panel > Advanced system settings > Performance > Settings > Advanced >
Virtual Memory. Select System managed size, Volume C: only, then select Set to save.

Assign Secondary Private IPs to the Two SQL Instances

In addition to the Primary IP, you will need to add three additional IPs (Secondary IPs) to the elastic
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network interface for each SQL instance.

From the left navigation pane of the EC2 Dashboard, select Instances.

Right-click the instance for which you want to add secondary private IP addresses.

Select Actions > Networking > Manage Private IP Addresses.

Select the Network Interface (ethQ) and view the current IPv4 address list.

Click on Assign new IP address and enter a Private IP address that is within the subnet range
for the instance (ex. For 15.0.1.25, enter 15.0.1.26). Click Save. Repeat to add two more

o R N~

additional IP addresses to this instance.
6. Click Save to save your work.
7. Perform the above on both SQL Instances.

oY HELPFUL LINKS:
Configuring a Secondary Private IP_Address for Your Windows Instance
Private IP Addresses Per ENI Per Instance Type
Multiple IP Addresses

Create and Attach Volumes

DataKeeper is a block-level volume replication solution and requires that each node in the cluster have
additional volume(s) (other than the system drive) that are the same size and same drive letters. Please
review Volume Considerations for additional information regarding storage requirements.

Create Volumes

Create two volumes in each availability zone for each SQL server instance, a total of four volumes.

1. From the left navigation pane of the EC2 Dashboard, select Instances to display your instances.

2. Click on your instance ID. In the Instance Summary block at the top, note the Subnet ID/
Availability Zone.

3. Return to the EC2 Dashboard.

4. From the left navigation pane, select Volumes under Elastic Block Store (EBS).

The console displays a list of the current elastic block store volumes in that region. You should see the
elastic block store volume that serves as the root device volume for your instance. The state will be in-
use. To quickly identify it in the future add a name to the elastic block store for your instance.

At this time create 2 additional volumes, one for your SQL Database, and another one for a DTC
resource. Do this for both SQL instances.

1. Click Create Volume.

2. In the Create Volume dialog box, select the General Purpose volume type, enter the desired
size, select the correct availability zone/subnet (noted above), enter a Name tag, then click Create
Volume at the bottom.
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Attach Volumes

Once your volumes are created, attach them to your two SQL instances.

From the left navigation pane of the EC2 Dashboard, select Volumes.
2. Select a new volume. Click Actions > Attach Volume.
3. Select the Instance to attach the volume to and accept the default Device. Click Attach. You will

see the volume status go from available to in-use.
4. Do this for all four volumes.

Attach Volume Cancal |

Voluma: vol-1b035a22 - DocsSOL2Vol - in us-wast-2b

Instances: [|a0dabed? - DecsSOLZ running) =] i us-west-2b

Device: fndf

Wisndows Dewces: xwdl throwgh xvdp /

Cancel || Yes, Attach

oY HELPFUL LINKS:
Creating an Amazon EBS Volume
Making an Amazon EBS Volume Available for Use / Make the Volume Available on

Windows

Configure the Cluster

Prior to installing DataKeeper Cluster Edition, it is important to have Windows Server configured as a
cluster using either a node majority quorum (if there is an odd number of nodes) or a node and file share
majority quorum (if there is an even number of nodes). Consult the Microsoft documentation on
clustering in addition to this topic for step-by-step instructions. Note: Microsoft released a hotfix for
Windows 2008R2 that allows disabling of a node’s vote which may help achieve a higher level of
availability in certain multi-site cluster configurations.

Add Failover Clustering

Add the Failover Clustering feature to both SQL instances.

Launch Server Manager.
2. Select Features in the left pane and click Add Features in the Features pane. This starts the Add

Features Wizard.
3. Select Failover Clustering.
4. Select Install.

Validate a Configuration

1. Open Failover Cluster Manager.
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2. Select Failover Cluster Manager, select Validate a Configuration.
3. Click Next, then add your two SQL instances.

Note: To search, select Browse, then click on Advanced and Find Now. This will list available
instances.

Click Next.

Select Run Only Tests | Select and click Next.

In the Test Selection screen, deselect Storage and click Next.
At the resulting confirmation screen, click Next.

© N o bk

Review Validation Summary Report then click Finish.

Create Cluster

In Failover Cluster Manager, click on Create a Cluster then click Next.
Enter your two SQL instances.
On the Validation Warning page, select No then click Next.

oD~

On the Access Point for Administering the Cluster page, enter a unique name for your WSFC
Cluster. Then enter the Failover Clustering IP address for each node involved in the cluster. This
is the first of the three secondary IP addresses added previously to each instance.

5. IMPORTANT! Uncheck the “Add all available storage to the cluster” checkbox. DataKeeper
mirrored drives must not be managed natively by the cluster. They will be managed as
DataKeeper Volumes.

6. Click Next on the Confirmation page.

7. On Summary page, review any warnings then select Finish.

Configure Quorum/Witness

1. Create a folder on your quorum/witness instance (witness).
2. Share the folder.
a. Right-click folder and select Share With / Specific People....
b. From the dropdown, select Everyone and click Add.
c. Under Permission Level, select Read/Write.
d. Click Share, then Done. (Make note of the path of this file share to be used below.)
3. In Failover Cluster Manager, right-click cluster and choose More Actions and Configure
Cluster Quorum Settings. Click Next.
4. On the Select Quorum Configuration, choose Node and File Share Majority and click Next.
5. On the Configure File Share Witness screen, enter the path to the file share previously created
and click Next.
6. On the Confirmation page, click Next.
7. On the Summary page, click Finish.

Install and Configure DataKeeper

After the basic cluster is configured but prior to any cluster resources being created, install and license
DataKeeper Cluster Edition on all cluster nodes. See the DataKeeper Cluster Edition Installation Guide
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for detailed instructions.

1. Run DataKeeper setup to install DataKeeper Cluster Edition on both SQL instances.
2. Enter your license key and reboot when prompted.
3. Launch the DataKeeper GUI and connect to server.

«¥s Note: The domain or server account used must be added to the Local System
Administrators Group. The account must have administrator privileges on each server
that DataKeeper is installed on. Refer to DataKeeper Service Log On ID and Password
Selection for additional information.

4. Right click on Jobs and connect to both SQL servers.

5. Create a Job for each mirror you will create. One for your DTC resource, and one for your SQL
resource..

6. When asked if you would like to auto-register the volume as a cluster volume, select Yes.

* Note: If installing DataKeeper Cluster Edition on Windows “Core” (GUI-less Windows),
make sure to read Installing and Using DataKeeper on Windows 2008R2/2012 Server
Core Platforms for detailed instructions.

Configure MSDTC

1. For Windows Server 2012 and 2016, in the Failover Cluster Manager GUI, select Roles, then
select Configure Role.
2. Select Distributed Transaction Coordinator (DTC), and click Next.

* For Windows Server 2008, in the Failover Cluster Manager GUI, select Services and
Applications, then select Configure a Service or Application and click Next.

3. On the Client Access Point screen, enter a name, then enter the MSDTC IP address for each
node involved in the cluster. This is the second of the three secondary IP addresses added
previously to each instance. Click Next.

4. Select the MSDTC volume and click Next.

5. On the Confirmation page, click Next.

6. Once the Summary page displays, click Finish.

Install SQL on the First SQL Instance

1. On the domain controller server create a folder and share it..
a. For example “TEMPSHARE” with Everyone permission.
2. Create a sub folder “SQL” and copy the SQL .iso installer into that sub folder.
3. On the SQL server, create a network drive and attach it to the shared folder on the domain

controller.
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13.
14.
15.
16.
17.

© 0 x® NO O

a. For example “net use S: WTEMPSHARE
On the SQL server the S: drive will appear. CD to the SQL folder and find the SQL .iso installer.
Right click on the .iso file and select Mount. The setup.exe installer will appear with the SQL .iso
installer.

F:\>Setup /SkipRules=Cluster VerifyForErrors

/Action=InstallFailoverCluster

On Setup Support Rules, click OK.

On the Product Key dialog, enter your product key and click Next.

On the License Terms dialog, accept the license agreement and click Next.

On the Product Updates dialog, click Next.

On the Setup Support Files dialog, click Install.

On the Setup Support Rules dialog, you will receive a warning. Click Next, ignoring this
message, since it is expected in a multi-site or non-shared storage cluster.

. Verify Cluster Node Configuration and click Next.
12.

Configure your Cluster Network by adding the “third” secondary IP address for your SQL instance
and click Next. Click Yes to proceed with multi-subnet configuration.

Enter passwords for service accounts and click Next.

On the Error Reporting dialog, click Next.

On the Add Node Rules dialog, skipped operation warnings can be ignored. Click Next.

Verify features and click Install.

Click Close to complete the installation process.

Install SQL on the Second SQL Instance

Installing the second SQL instance is similar to the first one.

© N o g

On the SQL server, create a network drive and attach it to the shared folder on the domain
controller as explained above for the first SQL server.

Once the .iso installer is mounted, run SQL setup once again from the command line in order to
skip the Validate process. Open a Command window, browse to your SQL install directory and
type the following command:

Setup /SkipRules=Cluster VerifyForErrors /Action=AddNode
/INSTANCENAME="MSSQLSERVER”

(Note: This assumes you installed the default instance on the first node)

On Setup Support Rules, click OK.

On the Product Key dialog, enter your product key and click Next.

On the License Terms dialog, accept the license agreement and click Next.

On the Product Updates dialog, click Next.

On the Setup Support Files dialog, click Install.

On the Setup Support Rules dialog, you will receive a warning. Click Next, ignoring this
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9.
10.

11.
12.
13.
14.
15.

message, since it is expected in a multi-site or non-shared storage cluster.

Verify Cluster Node Configuration and click Next.

Configure your Cluster Network by adding the “third” secondary IP address for your SQL Instance
and click Next. Click Yes to proceed with multi-subnet configuration.

Enter passwords for service accounts and click Next.

On the Error Reporting dialog, click Next.

On the Add Node Rules dialog, skipped operation warnings can be ignored. Click Next.

Verify features and click Install.

Click Close to complete the installation process.

Common Cluster Configuration

This section describes a common 2-node replicated cluster configuration.

1.

!

Switchover

Availability Zone 2 a Availability Zone 2b

EBS Volume X EBS Valume X

The initial configuration must be done from the DataKeeper Ul running on one of the cluster
nodes. If it is not possible to run the DataKeeper Ul on a cluster node, such as when running
DataKeeper on a Windows Core only server, install the DataKeeper Ul on any computer running
Windows XP or higher and follow the instruction in the Core Only section for creating a mirror and
registering the cluster resources via the command line.

Once the DataKeeper Ul is running, connect to each of the nodes in the cluster.

Create a Job using the DataKeeper Ul. This process creates a mirror and adds the DataKeeper
Volume resource to the Available Storage.

IMPORTANT: Make sure that Virtual Network Names for NIC connections are
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identical on all cluster nodes.

4. If additional mirrors are required, you can Add a Mirror to a Job.

5. With the DataKeeper Volume(s) now in Available Storage, you are able to create cluster
resources (SQL, File Server, etc.) in the same way as if there were a shared disk resource in the
cluster. Refer to Microsoft documentation for additional information in addition to the above for
step-by-step cluster configuration instructions.

Management

Once a DataKeeper volume is registered with Windows Server Failover Clustering, all of the
management of that volume will be done through the Windows Server Failover Clustering interface. All of
the management functions normally available in DataKeeper will be disabled on any volume that is under

cluster control. Instead, the DataKeeper Volume cluster resource will control the mirror direction, so
when a DataKeeper Volume comes online on a node, that node becomes the source of the mirror. The
properties of the DataKeeper Volume cluster resource also display basic mirroring information such as
the source, target, type and state of the mirror.

Troubleshooting
Use the following resources to help troubleshoot issues:

e Troubleshooting issues section

» For customers with a support contract — http://us.sios.com/support/overview/

» For evaluation customers only — Pre-sales support

Additional Resources:

Step-by-Step: Configuring a 2-Node Multi-Site Cluster on Windows Server 2008 R2 — Part 1 —
http://clusteringformeremortals.com/2009/09/15/step-by-step-configuring-a-2-node-multi-site-cluster-on-
windows-server-2008-r2-%E2%80%93-part-1/

Step-by-Step: Configuring a 2-Node Multi-Site Cluster on Windows Server 2008 R2 — Part 3 —
http://clusteringformeremortals.com/2009/10/07/step-by-step-configuring-a-2-node-multi-site-cluster-on-
windows-server-2008-r2-%E2%80%93-part-3/
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5. Deploying DataKeeper Cluster Edition in
Azure

DEPLOYING MICROSOFT SQL SERVER 2017 FAILOVER CLUSTERS IN AZURE
RESOURCE MANAGER (ARM)

Before beginning, make sure you read the DataKeeper Cluster Edition Release Notes for the latest

information. It is highly recommended that you read and understand the DataKeeper Cluster Edition

Installation Guide.

Steps required to deploy a 2-node SQL Server Failover Cluster in a single
region using Azure Resource Manager

Note: This guide does not apply to the Azure Classic portal.

DataKeeper Cluster Edition allows you to take locally attached storage, whether it uses Premium or
Standard Disks, and replicate those disks synchronously, asynchronous, or a mix or both, between two
or more cluster nodes. In addition, a DataKeeper Volume resource is registered in Windows Server
Failover Cluster which takes the place of a Physical Disk resource. Instead of controlling SCSI-3
reservations like a Physical Disk Resource, the DataKeeper Volume controls the mirror direction,
ensuring the active node is always the source of the mirror. For SQL Server and Failover Cluster the
DataKeeper volume is similar to a Physical Disk and is used the same way Physical Disk Resources
would be used.

PREREQUISITES

* You have used the Azure Portal (http://portal.azure.com) before and are comfortable deploying

virtual machines in Azure laaS

* You have obtained a full license or eval license of SIOS DataKeeper

THE EASY WAY TO DO A PROOF-OF-CONCEPT

The Azure Resource Manager has the ability to use Deployment Templates to rapidly deploy
applications consisting of interrelated Azure resources. Many of these templates are developed by
Microsoft and are readily available in their community on Github as Quickstart Templates. Community

members are also free to extend templates or to publish their own templates on GitHub. One such
template entitled “SQL Server 2014 AlwaysOn Failover Cluster Instance with SIOS DataKeeper Azure
Deployment Template” published by SIOS Technology completely automates the process of deploying a
2-node SQL Server FCI into a new Active Directory Domain.

To deploy this template click on Deploy to Azure in the template.
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Refer to https://github.com/SIOSDataKeeper/SIOSDataKeeper-SQL-Cluster to rapidly provision a 2-node
SQL cluster.

DEPLOYING A SQL SERVER FAILOVER CLUSTER
INSTANCE USING THE AZURE PORTAL

While the automated Azure deployment template is a quick and easy way to get a 2-node SQL Server
FCI up and running, there are some limitations. For one, it uses a 180 Day evaluation version of SQL
Server, so it cannot be used in production unless you upgrade the SQL eval licenses. Also, it builds an
entirely new AD domain so if you plan to integrate it with your existing domain it will have to be rebuilt
manually.

PROVISIONING THE DOMAIN CONTROLLER (DC1)

To build a 2-node SQL Server Failover Cluster Instance in Azure, you will need a basic Virtual Network
based on Azure Resource Manager (not Azure Classic) and at least one virtual machine up and running
configured as a Domain Controller. This guide does not cover these steps. We will refer to the domain
controller as DC1 for the rest of this guide. When creating DC1 you may choose either Windows Server
2008R2 or Windows Server 2012R2. The only other requirements for DC1 are that it be the same type
(Premium or Standard) as the cluster nodes, SQL1 and SQL2, and be in the same Availability Set. Once
the Virtual Network and Domain Controller are configured, you will provision two more virtual machines
which will act as the two nodes in the cluster.

Example:
DC1 — Our Domain Controller and File Share Witness

SQL1 and SQL2 — The two nodes of our SQL Server Cluster

PROVISIONING THE TWO CLUSTER NODES (SQL1 AND
SQL2)

Using the Azure Portal, provision both SQL1 and SQL2 exactly the same way. There are numerous
options to choose from including instance size, storage options, etc. This guide is not meant to be an
exhaustive guide to deploying SQL Server in Azure. There are a few key things to keep in mind when
creating your instances, especially in a clustered environment.

Availability Set — It is important that both SQL1, SQL2, and DC1 reside in the same Availability Set. By
putting them in the same Availability Set we are ensuring that each cluster node and the File Share
Witness reside in different Fault and Update Domains. This helps guarantee that during both planned
maintenance and unplanned maintenance the cluster will continue to be able to maintain quorum and
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avoid downtime.

Create virtual machine Settings

Storage account @

(new) test226033

Network

Virtual network @

(new) test22

Settings Subnet ®

Configure optional features ’ default (10.1.0.0/24)

Public IP address @

(new) Dave

Network security group @

(new) Dave
Extensions

Make sure all of your cluster Extensions @
nodes and your file share
witness resides in the same
Availability Set. You will initially
have to create the Availability ) _
Set but then you can add the Diagnostics ®

Mo extensions

Monitoring

other servers to the Availability Disabled ERGEES
Set once it is created .

Diagnostics storage account @
(new) test226033
Availability

Availability set @

MNone

Once each VM is provisioned, change the settings of the IP address to Static so that the IP addresses of
the cluster nodes will not change.



IP addresses

Public IP address settings
Public IP address

Disabled

IP address
sios0RdplIP (13.68.17.112)

Private IP address settings

Virtual network

Subnet
staticSubnet (10.0.0.0/24)

Assignment
o I

IP address
10.0,0.5

For Storage information refer to Performance best practices for SQL Server in Azure Virtual Machines.

At a minimum add at least one additional disk to each of your cluster nodes. DataKeeper can use
Premium or Standard disks, but Azure requires you to configure data disks to use the same type as the
OS disk. If you created VMs that reside on Premium disks, then you must attach Premium data disks as
well. DataKeeper is compatible with Storage Pools so you may attach multiple data disks if your chosen
VM size allows it.


https://docs.microsoft.com/en-us/azure/virtual-machines/windows/sql/virtual-machines-windows-sql-performance

&» Disks
=

U ©

Attach new Attach
existing

ENCRYPTHN

05 DISK

osdisk Mot enabled

DATA DISKS

sios-0-datadisk 100 GiB

After both cluster nodes (SQL1 and SQL2) have been provisioned as described above and added to
your existing domain, the cluster can be created. Before creating the cluster, both the appropriate .NET
framework and Failover Clustering Features must be enabled on both cluster nodes.
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= Add Roles and Features Wizard =|e =

DESTINATION SERVER

W= 1 AL ReEpE 0L

Raters Baalr Select one or more features to install on the selected senver

tallation Type Features Dresemption
I Server Selector o e - MNET Framework 1.5 combines the L:I

FERLIN NET Framework 3.5 Features (1 of 3 installes . e & »
Arus & power of the NET Framework 2.0

APls with new technologies for

| ] HTTP Actvation el ng app cations that offer

E
, appeaking user interfaces, protect
| | Non-HTTP Actreation PP -+
your customens” personal identity
8| NET Framework 4.5 Features (2 of T installed) infarmation snables ceamless and
| Background Intelligent Transfer Service (BITS) secure communicabon, snd provide

the abulity to model a range of

. business processes
BitLocker Network Uinlock

| BranchCache
Chent for NF5S
| Data Center Endgeng

| Darect Play

Gro ) i i
Group Po cy Management
| U5 Hostable Web Core

nk amd F‘Jndhrlfl"‘q. Servioes

< Prevadus et ; Concel

Once these features have been enabled, you are ready to build your cluster. The following steps can be
performed both via PowerShell and the WSFC GUI. It is recommended that PowerShell be used to
create your cluster. Note: If the Failover Cluster Manager GUI is used, a duplicate IP address will be
issued to the cluster that is not attached.

Azure VMs are required to use DHCP. By specifying a “Static IP” in the Azure portal when the VM was
created, something similar to a DHCP reservation was established. It is not exactly a DHCP reservation
because a true DHCP reservation removes the IP address from the DHCP pool. Instead, specifying a
Static IP in the Azure portal means that if that IP address is still available when the VM requests it, Azure
will issue that IP to it. However, if your VM is offline and another host comes online in that same subnet
it could be issued that same IP address.

There is another side effect to the way Azure has implemented DHCP. When creating a cluster with the
Windows Server Failover Cluster GUI, when a host uses DHCP (which is required), there is not an option
to specify a cluster IP address. Instead it relies on DHCP to obtain an address. DHCP will issue a
duplicate IP address, usually the same IP address as the host requesting it. The cluster creation will
usually complete, but you may encounter errors and need to run the Windows Server Failover Cluster
GUI from a different node in order to get it to run. Once it is running, change the cluster IP address to an
address that is not currently in use on the network.

To avoid this scenario, create the cluster via PowerShell by specifying the cluster IP address as part of
the PowerShell command.
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To create the cluster run the following New-Cluster command:

New-Cluster -Name clusterl -Node sqgll,sgl2 -StaticAddress 10.0.0.101

Example: New-Cluster -Name clusterl -Node sgll,sqgl2 -StaticAddress 10.0.0.101

-ManagementPointNetworkType singleton

After the cluster is created, run the following cluster validation:

Test-Cluster

Ly Administrator: Windows PowerShel|

reserved.

Name C

ster \Rep

Since there is no shared storage, you must create a file share witness on another server in the same
Availability Set as the two cluster nodes. Putting it in the same availability set ensures that you only lose
one vote from your quorum at any given time. Refer to http://www.howtonetworking.com/server/

cluster12.htm for information on how to create a File Share Witness. For this example, the file share
witness was put on the domain controller, DC1. For more information on cluster quorums refer to
https://blogs.msdn.microsoft.com/microsoft press/2014/04/28/from-the-mvps-understanding-the-

windows-server-failover-cluster-quorum-in-windows-server-2012-r2/.
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INSTALL DATAKEEPER

During the installation use all of the default options.

SI0S DataKeeper for Windows v8 Update 3 -

3

Welcome to the InstallShield Wizard for 5105
DatakKeeper and 5105 DataKeeper Cluster
E dition

The Inztallshield Wizard will ingtall S105 D atakeeper on
wour computer. The wversion of 5105 D atakeeper that you
will uze will be determined by the licenze key that you
purchase. To continue, clhick Mesxt.

< Back Mext = || Cancel

The service account used must be a domain account, and must also be in the Local Administrators
group on each node in the cluster.

5105 DataKeeper for Windows v8 Update 3

D ataKeeper Service logon account setup

Specify the uzer account for thiz service. [Farmat: DomainhzelD -ar- ServertsUzerl D]

Uger 1D
| DATAKEEPER\dave |

Pazgword:
| sosesssseee |

Pazsword Confirmation;
| soseessssee| |

< Back " Mexst »

Page 51 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

Reboot the servers once DataKeeper is installed and licensed on each node.

CREATE THE DATAKEEPER VOLUME RESOURCE

To create the DataKeeper Volume Resource start the DataKeeper Ul and connect to both of the servers.

File Action View Help

e m B
&2 5105 DataKeeper
b @ Jobs I# ¢ mwm:rl—l#-_ﬂ——hu
b g Reports
v Overview
-I*
Marrors are logecally grouped into jobs.

lﬂnmnnﬂdﬂhﬁhmumwmmm
B Connect to Server ffum——

~ Reports

Reports provide guick ovenview of the Datakeeper system.
[#] Jeb Overview Report
[P] Server Overview Report

Connect to SQL1

Enter the server to connect to

Provide the name or IP address fawue server you would like to connect
to.

Server: 5011

Connect to SQL2
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Enter the server to connect to

Provide the name or IP address for the server you would like to connect
to.

Server: gql2

P
"5 ™ Commect | [ Concdl |

Once you are connected to each server, create your DataKeeper Volume in the Navigation Pane, right
click on Jobs and choose Create Job.

A Datakeeper Job consists of related mirrors. A (grouping of mirrors into
oty i atn conir ve he e roup of merors

Give the Job a name and description.
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Create a new job

A job provides a legical grouping of related mirrors apd servers. Provide a
name and description for this new job to help remember it.

Job name: E Drive

Job description: SQL Datd

| Create Job | | Cancel |

Choose your source Server, IP and Volume. The IP address chosen will determine the replication

network.

%.3 Choose a Source
£

Choose the server with the source volume,

Choose a Target Server: | SQL1.DATAKEEPER.LOCAL [~
Configure Details Connect to Server
Choose the |P address to use on the server,
IP address: | 10.0.0.25 / 24 [~
Choose the volume on the selected server,
Volume: I E | 'l
| Next || Cancel |

Choose your target server.
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%‘D Choose a Target
[

A

Source server SOL1.DATAKEEPER.LOCAL
Source |P address: 10.0.0.25

Source volume: E

Choose a Source

Configure Details

Choose the server with the target volume.

Serven [ SQL2.DATAKEEPER.LOCAL

Choose the IP address to use on the server,

IP address: | 10.0.0.26 / 24

Choose the volume on the selected server.

Volume: | E

Choose your options. If two VMs are in the same geographic region we recommend using synchronous

replication. For long distance replication we recommend using asynchronous replication with some level

of compression. Since both SQL1 and SQL2 are in the same region, select Synchronous here.

%@ Configure Details [&

Choose a Source Source serven SOL1.DATAKEEPER.LOCAL
Choose a Target Source P address: 10.0.0.25

Source volume: E

Specify how the data should be compressed when sent to the target.

Mone

How should the source volume data be sent to the target volume?
) Asynchronous
@) Synchronous

Maximum bandwidth: 0 kbps
Use O for unlimited
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Click Yes to register a new DataKeeper Volume Resource in Available Storage in Failover Clustering.

o The velume created is eligible for WSFC cluster. De you want to

aute-register this volume as a cluster volume?

The new DataKeeper Volume Resource will appear in the Available Storage cluster group.

File Adion View Help

% 20 BE

B Failover Chager Msnager
o ) chater] datsbeepes locwl

= Role
§ Mods
4 (L Thorage 55 Data Kaapas ke £ [#) Ondna o ] - R B Move Eosilsble Storage ®
k= - :
s Meworis G hefresh
HCImluﬂh ‘ Heip

INSTALL THE FIRST CLUSTER NODE

You are now ready to install your first node. The cluster installation will proceed the same as any other
SQL cluster. Start the installation on the first cluster node using the New SQL Server failover cluster

installation option.
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@ Mew S0L Server stand-slone installstion or add features to an existing installation

Launch a wazard to install 500 Server 2014 in & non-clustered envircnment or to add
features to an existing SOL Server 2014 instance.

m Mew SOL Server failover cluster installstion
Launch a wizard to install 8 single-node S0OL Server 2014 failover cluster.

ﬂ Add node to a SOL Server failower cluster
; Launch a wazard to add a node to an existing S0L Server 2014 failover cluster,

Upgrade from S0L Server 2005, S0L Server 2008, S0L Server 2008 B2 o SOL Server 2012

Launch a wazard to upgrade SOL Server 2005, SOL Server 2008, SOL Server 2008 B2 or 50U
Server 2012 to SOL Server 2014,

Microsoft SQL Server 2014

Install Failover Cluster Rules
Setup rules identify potential problems that might occur whale running Setup. Failures must be comected before Setup
can continue.
Product Key Operation completed, Passed: 21, Failed 0. Waming 2. Skipped 0.
e |
Global Rules
Microsoft Update Hide details << E
Product Updates View detaied report
Install Setup Files
Install Fallover Chuster Rudes Rule Status f
Femitms: Sebeckion B Distrbuted Transaction Coordimator (MSDTC) clustered Waming
Fewture Rules a-“aumckuummmquﬂ:unm _p_m
Feature Configuration Rules L:“:MCM#MEMMvmﬁHM ﬂumm
Ready to instal Q) Remcte registry service (SOL1) Passed
Installation Progress & Domain contralier Passed
Complete @ Micresoh NET Application Security Bassed s
& Metwork binding order Passed
ﬂ.'ﬂinﬁuﬁﬁml 'Em
& DNS settings (SQLT)  Passed
@ WO setup Passed
@ Block install when Microsof SQL Server 2014 CTP1 i present. p_n.g -
ctack | Net» || comce |[ hep |
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Select the Standard features to install. ﬁ
: T ! Database Engine Services ~ || The configuration and operation of each ~
Global Rules [ SOL Server Replication nstance feature of a SOL Server nstance &
Microsoft Update EFu}Tummhmhm isolated from other SOL Server instances. SOL
Prod [ Data Cuuality Services Server instances can operate side- by-side on
[7] Analysis Services e -
Install Setup Files D] Reporting Services - Nt —
Install Failover Cluster Rules Shared Featunes Prerequisites for selected features:
Feature Selection (] Reporting Services - SharePoint = | Already installect -
Fenbure Rales: EWMMniMWPm Windows PowerShell 2.0 E
A Con . Diata Cuality Chent - Migrosclt NET Framework 1.5
[C] Chient Took Connectivity " Microsoft NET Framework 4.0 .
Cluster Resource Group 1] Integration Senaces < - I
Cluster Disk Selection [[] Chient Tooks Backwards Compatibility )
Cluster Network Configuration [] Client Tools SDK Y ks Rep——
p Confi . ] Decumentation Components Drive C: 2656 MB required, 114351 MB ~
[+ Management Tools - Basic avalable
g [+ Management Toals - Complete -
Feature Configuration Rules tll—t- a-_-i.- i I - .
Ready 16 Install
e | selectan || Unselectan |
Complete
Instance root directory: |C:\Program Fies\Microsoft QL Server\ | =]
Shared feature directory: | CAProgram Fies\Microsoft SQL Server || ...]
Shared festure directory (xB6): | C\Program Fies (x36)\Microsoft SQL Server\ || =

[ <tk |[ wea> |[ coce || oo |
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Instance Configuration
Specify the name and instance ID for the instance of S0L Server. Instance ID becomes part of the installation path,
Product Key ﬁuir-nmtmhhmﬂmm.hﬂhhmmdhhﬁ
L Tarms your failover cluster on the network.
Global Rules SOL Server Network Name: |sglclusteq ]
Microsaft Updste
Pundhuh Spcuian ® Defaultinstance
Install Setup Files _
install Fadlowver Chuster Rules [ Mamed instance MSSOLSERVER
Feature Selecticn
Feature Rules Instance ID: | MSSQLSERVER
Instance Configuration
Cluster Resource Group SCL Server directory: C:\Program Files\Microsoft SOL Server\MSSOL12 MSSQLSERVER
Cluster Disk Selection
Cluster Metwerk Configuratson Detected S0L Server instances and features on this computer:
Server Configuration | instance Cluster Network Name  Features Edition Version Inst
Database Engine Configuration
Feature Configuration Rules
Ready to Install
Complete
L<] " | *|

The DataKeeper Volume Resource is recognized as an available disk resource, just as if it were a
shared disk.
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Cluster Disk Selection
Select shared chuster disk resources for your SOL Server failover cluster.

Product Key Specify the shared disks to be inchuded in the S0L Server resource cluster group. The first drive will be
Lk Taan used a3 the default drive for all databases, but this can be changed on the Database Engine or Analysis
Global Rules [y

| <tk || Ne» || Cwmcd || Hep |

Make a note of the IP address you select here. It must be a unique IP address on your network. This IP
address will be used later when creating the Internal Load Balancer.
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Cluster Network Configuration

Select network resources for your SQL Server failover cluster,

S Specify the network settings for this failover cluster
¥ P Type DHCP  Address _Subnet Mask  Subnetis) Network
E|M O 100020 2552552550 | 00024 Chuster Network 1

License Terms

Global Rules

Microsolt Update

Product Updates

Install Setup Files

Instiall Faibover Cluster Rubes

<bock || Net> || Coed || e |

ADD THE SECOND NODE

After the first node is installed successfully, start the installation on the second node using the Add node
to a SQL Server failover cluster option.
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MNew S0L Server stand-alone installation or add features to an easting installation

Launch a wazard to nstall SOL Server 2014 in a non- clustered environmeent or to add
features to sn exsting S0L Server 2004 instance.

ﬁ Mew S0L Server failover cluster installstion
Launch a wazard to install 4 single-node SOL Senver

i Add node to s SOL Server failover cluster
5 Launch a wizard to add a node to an existing S0L Server 2014 failover cluster.

I

Upgrade from S0L Server 2005, 501 Server 2008, S0L Server 2008 B2 or 501 Server 2012

Launch a wazard to upgrade SOL Server 2005, SOL Server 2008, SOL Server 2008 B2 or SOL
Server 2012 to SOL Server 2004,

Microsoft SQL Server 2014

Add Node Rules
Setup rulbes identify potential problems that might occur while running Setup. Failures must be comected before Setup
can continue.

Product Key Operation completed, Passed: 21, Failed 0. Waming 2. Skipped 0.
e e —
Globsl Rules
i s =
Product Updates View detaded report
Install Setup Files
Add Node Rules Rule Status »
Cluster Node Configuration A\ | Distributed Transacticn Coordinator (MSDTC) chustered Warning
Featyure Rules @ | Microsoft Cluster Service [M5CS) chustes verfication errors -Emﬂ_
Ready to Add Node &\ | Microsoft Clustes Service (MSCS) cluster verification wamings  Waming
Add Mode Progress D | Remote registry service (S0L2) Bossed
Complete &)  Domain controller Passed
@ | Microsoft NET Application Security Based 8
& | Network binding order Bassed
& | Windows Firewall Passed
@ | DNS settings (SQL2) Basied
D | WOWS4 setup Passed
@ | Block install when Microsoft SQL Server 2014 TP is present.  Passed .

< Back Mext » || Cancel ” Help
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Ready to Add Node
Verify the SOL Server 2014 features to be installed a5 part of the add node operation.
Product Key hwnﬂﬁmdlhhﬂhﬂﬁlﬁmchm
License Terms = Summary A
Ghobal Rules Edition: Standard
Microsoft Update Action: AddMode (Product Update)
Prerequisites
Product Updates a8
Fies = Already mstalled:

bolell Sutop | Windows PowerShell 2.0
Add Node Rules i Miicrosoft NET Framework 3.5 E
Cluster Node Configuration - Microsoft NET Framework 4.0
mwwwm - T_ﬂ“mhmm
5 " | Miicrosoft Visual Studio 2010 Redistributables

L. Miicrosoft Visual Studso 2010 Shell
Feature Rules =- General Configurabion —
Ready to Add Node = Festures
¢ et | SOL Server Replication

- Full-Text and Semantic Extractions for Search

i~ Data Quality Senaces

I Management Tools - Basic

| Y T S _——— |l

Confguration Fle path:
|C:\Program Files\Microsoft SQL Server\ 120\ Setup Bootstrap\Log\20160422 013527\ ConfigurationFileini |

[ et || sean || omca [[ ww |

Your SOL Server 2014 failover cluster sdd node cperation is complete with product updates.

Poocduct Koy Information about the Setup operation or possible next steps:
License Terms

ariagerrient b i i i rded
Micresoft Update B 4 Tools - Basic Succesd B
Product Updates 2 Dstabase Engine Services Succeeded
Install Setup Fies 4 Dats Cuaiality Senices Swcceeded
Add Node Rules g Full-Text and Semantsc Extractions for Search Succeeded

" W

) Nede Confs ) 4 500 Server Feolication Succeeded
Cluster Network Configuratson
Service Accounts Details:

Product Documentation for SOL Server -

the components that you use to view and manage the documentation for SQL Server have

been installed By default, the Help Viewer component uses the online library  After mstalling

SOL Server, you can use the Help Library Manager component to download documentabon to
0 Iur.i:mpmr Fummnim munhiuuulﬂwu&ﬁthmm
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The failover clustering in Azure is different than traditional infrastructures. The Azure network stack does
not support gratuitous ARPS, so clients cannot connect directly to the cluster IP address. Instead, clients
connect via a load balancer resource which redirects them to the active cluster node. Thus an Internal

Load Balancer must be created. This can all be done through the Azure Portal as shown below.

A Public Load Balancer can be used if your client connects over the public Internet. Since our clients
reside in the same vNet, we will create an Internal Load Balancer. It is important that the Virtual Network
is the same as the network where your cluster nodes reside. The Private IP address that you specify
must be EXACTLY the same as the address you used to create the SQL Cluster Resource.



s Load balancers » Create load balancer

Create load balancer

Resource groups

All resources Mame

SQLILE
Recent

Scheme @

Virtual networks Public

Virtual network gateways
Virtual network

Virtual machines ergergergfdsweVMET

Subnet
staticSubnet (10.0.0.0/24)

Metwork interfaces

Availability sets

IP address assignment

Load balancers Dynamic

Storage accounts Private IP address
10.0.0.201

Subscriptions
Subscription

Metwork secunty groups | Windows Azure MSDN - Visual Studio Prel v |

What's new Rescurce group
| saLCLuster

Marketplace )
Location

| Eastus2

Storage accounts (class...

Virtual networks (classic)
ﬂ Virtual machines {classic)

Browse >
|:| Pin to dashboard

Create

After the Internal Load Balancer (ILB) is created add a backend pool. Through this process you will
choose the Availability Set where your SQL Cluster VMs reside. However, when you choose the actual
VMs to add to the Backend Pool, be sure not to choose the VM hosting your file share witness, DC1.




You do not want to redirect SQL traffic to your file share witness.

) Choose wriusl machines Choote wirtual machenes

- Add backend pog Choose virtual machines

Sl @ Bachend pedl 10 USE ONE OF Mo wirlus

M Fnes Wi 3 a0 SalnC R OF Co oL BAT ke

Virtusl s e, @

2 Add backend pool

Add a backend pool to use one or more virtual
machines with a load balancing or outbound MAT rule.

Mame

BEPool

Virtual machines @

sau

5QL2

The next step is to add a Probe. The probe we add will probe Port 59999. This probe determines which
node is active in our cluster.



Add probe

Mame

SQLProbe

Protocol

HTTP TCP

Interval @

5

seconds
Unhealthy threshold @
2

consecutive failures

Finally, a load balancing rule is needed to redirect the SQL Server traffic. A Default Instance of SQL
uses port 1433. You can add rules for 1434 or others depending upon your application requirements. It is
very important that Floating IP (direct server return) is Enabled.



Add load balancing rule

Mame

5QL1433

Protocol

TCP upp

Backend port @

Backend pool @

BEPool (2 virtual machines)

Probe @
SQLProbe (TCP:59990)

Session persistence @

MNane

Idle timeout (minutes) @

Floating IP (direct server return) @
Dizabled | Enabled

The final step in the configuration is to run the following PowerShell script on one of your cluster nodes.
This will allow the Cluster IP Address to respond to the ILB probes and ensure that there is no IP
address conflict between the Cluster IP Address and the ILB. Note: You will need to edit this script to fit
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your environment. The subnet mask is set to 255.255.255.255, this is not a mistake, leave it as is. This
creates a host specific route to avoid IP address conflicts with the ILB.

# Define variables

$ClusterNetworkName = “”

# the cluster network name (Use Get-ClusterNetwork on Windows Server 2012

of higher to find the name)
$IPResourceName = “”

# the IP Address resource name

SILBIP = Y~

# the IP Address of the Internal Load Balancer (ILB)
Import-Module FailoverClusters

# If you are using Windows Server 2012 or higher:

Get-ClusterResource $IPResourceName | Set-ClusterParameter -Multiple

@{Address=$ILBIP; ProbePort=59999; SubnetMask=%"255.255.255.255";Network=$ClusterNe

# If you are using Windows Server 2008 R2 use this:

#cluster res $IPResourceName /priv enabledhcp=0 address=S$SILBIP
probeport=59999 subnetmask=255.255.255.255
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5.1. ReadOnIy Host Caching

According to this Microsoft article, caching is not recommended on disks hosting SQL/Server log files.

If the workload is heavily utilizing the underlying disks (any other application than SQL/Server), disk
caching should also be set to none.

Please refer to https://stackoverflow.com/questions/39623778/why-do-best-practices-tell-you-to-

disable-caching-on-the-log-drive-of-sql-server for more information.

* SIOS has tested a DKCE SQL failover cluster in Azure changing the value from None to
Read/Only.

To change the value:
1. Go to the specific instance
2. Select disks
3. Click on the name of the data disk
4. Change host caching to the specific value
5. Click save
When tested on both cluster nodes with large numbers of files copied onto a 100GB volume, no

degradation was detected. We also performed switchovers and paused and continued the mirror and no
degradation was detected.
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6. Configure a File Server Cluster in Azure
Spanning Multiple Availability Zones(AZ)

This step by step guide contains detailed steps that are required to deploy a 2-node File Server Failover
Cluster that spans the new Availability Zones in a single region of Azure. The guide assumes that you
have basic knowledge of Azure as well as Failover Clustering. The focus will be on deploying a File
Server Failover Cluster in Azure across Availability Zones.

* If your Azure region doesn’t support Availability Zones you will need to use Fault
Domains instead.

DataKeeper Cluster Edition (DKCE) allows you to take the locally attached Managed Disks, whether
Premium or Standard Disks, and replicate those disks either synchronously, asynchronously or a mix or
both, between two or more cluster nodes. DataKeeper Volume resource is registered in Windows Server
Failover Clustering which takes the place of a Physical Disk resource. Instead of controlling SCSI-3
reservations like a Physical Disk Resource, the DataKeeper Volume controls the mirror direction,
ensuring the active node is always the source of the mirror. Failover Clustering acts like a Physical Disk
and is used the same way Physical Disk Resource would be used.

Prerequisites

* The user should be comfortable using the Azure Portal and deploying virtual machines in Azure
laaS.

* The user will have obtained a DKCE license (permanent or evaluation) or running DKCE Pay-As-
You-Go instances.
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6.1. Deploy an Active Directory Domain
Controller in Azure

Deploy a Virtual Machine that will work as a Domain Controller for the cluster that is going to be
deployed. This step can be skipped if there is a Domain Controller already configured.

* This Virtual Machine running a Domain Controller should be in a different Availability
Zone than the other two nodes in the cluster. In the example given below, it is in
Availability Zone 3.

Follow these steps to setup an Active Directory Domain Controller:

1. In Server Manager choose Add roles and features.

L‘.nwpr NAarager

WELCOME TO SERVER MANAGER

i Dashboard

i Local Server

#& A servers

W§ File and Storage Services b

o Configure this local server

QUICK START

Add roles and features

3 Add other servers 10 manan:

WHAT'S NEW

{ r t PeT. 1
— 2die d S2rver ar

5 Connect this server to cloud services

Hich

ROLES AND SERVER GROUPS

2. Choose Role-based or feature-based installation.
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L Add Roles and Features Wizard = m] b4

DESTINATION SERVER

Select installation type be-

Befora You Begin Select the installation type, You can install roles and features an a running physical computer or virtual

m machine, or on an offline virtual hard disk (VHD).

{® Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

Server Selection

) Remote Desktop Services installation
Install required role services for Vintual Deskiop Infrastruciure (VDD 1o creale a virteal machine-bassad
or session-based desklop deployment.

[ < Previous | [ Mext » Insta Cancel
3. Select the server by highlighting it and click Next.
E. Add Roles and Features Wizard - (m] b4
) . DESTINATION SERVER
Select destination server e
Before You Begir Select a server or a virtual hard disk on which to install roles and features
Installation Type (® Select a server from the server pool
SL" Wer Fl_ |'.."_'- Sewer Poo|
Features
Filwer:
Mame IP Address Operating System

1 Computer(s) found

This page shows servers that are running Windows Server 2012 or a newer release of Windows Server,
and that have been added by using the Add Servers command in Server Manager. Offline servers and
newly-added servers from which data callection is still incomplete are not shown,

< Previous ] Mext » nstall Cancel
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4. Choose Active Directory Domain Services and click Next.
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Before You Beqgir
Installation Type

sryer Selection

L Add Roles and Features Wizard

Select server roles

Select one or more roles to install on the selected server.

Roles

[[] Active Directory Certificate Services
i ctory Domain 5 &
[[] Active Directery Federation Services
[[] Active Directory Lightweight Directary Services
[[] Active Directory Rights Management Services
[[] Device Health Attestation
[[] DHCP server
[[] DNS server
[[] Fax Server
[m] File and Storage Services (1 of 12 installed)
[[] Host Guardian Service
[ Hyper-v
[ MultiPaint Services
[[1 Metwork Controller
[] Metwaork Palicy and Access Services
[] Print and Docurnent Services
] Remote Access
[[] Remote Desktop Services
[[] volume Activation Services
[[] Web Server (II5)

DESTINATION SERVER
DC-1

Description

~ Active Directary Domain Services
{AD DS) stores information about
ohjects on the network and makes
this information available to users
and network administrators. AD DS
uses domain controllers to give
network users access to permitted
resources anywhere on the network
through a single logon process.

| < Previous | Next > | nstal

Cancel |

5. Click Add Features. This will install the Active Directory Features chosen earlier on to the server.
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L'-! Rotes and Features Wizarc

Select server rolsrl:md r—————

Add features that are required for Active Directory
Domain Services?

You cannot install Active Directory Domain Services unless the
following role services or features are also installed,

[Tools] Graup Policy Management
4 Remote Server Administration Tools
4 Role Administration Tools
A AD DS and AD LDS Towols
Active Directory module for Windows PowerShell
4 AD DS Tools

[Tools] Active Directory Administrative Center
[Tools] AD DS Snap-Ins and Command -Line Tools

[+ Include management tools (if applicable)

Add Features | | Cancel

DESTINATION SERVER
DC-1

x

ation

Directory Domain Services

0 stores information about
an the network and makes
nrmation available to users
twork administrators, AD DS
pmain controllers 1o give

k users access to permitted
les anywhere on the network
n a single logon process.

Presnous MNext =

6. Click on Next until the last window and then click Install.

B Add Roles and Features Wizard

Before You Begin
Installation Type
Server sedection
Server Roles
Features

AD D5

Confirm installation selections

DESTINATIOM SERVER
DC-1

To install the following roles, role services, or features on selected server, click Install.

Restart the destination server automatically it required

Optional featuras (such as administration toals) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear

their check boxes.

MET Frarmework 3.5 Features
MET Framework 3.5 (includes NET 2.0 and 3.0)
Active Directory Domain Senvices
Failover Clustering
Group Policy Management
Remote Server Administration Tools
Feature Administration Tools

Failover Clustering Tools
Failover Cluster Management Tools

Failover Cluster Module for Windows Powes Shell

Export configuration settings
Specify an alternate source path

Mext >

Install Cancel
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7. Once the installation is complete, the server needs to be promoted to a domain controller. Click on
the yellow exclamation mark in the upper-right corner of the Server Manager and click on Promote

this server to a domain controller.

L".'-tll-'\.'r Manages

1 Post-deployment Configura

EE Dashboard WELCOME TO SERV

anfiguration required for Active Directory Dormain

§ Local Server
B& Al Servers
W AD DS

B8 File and Storage Services b CANCK START

cervices at D

Promate this server foa domain cantroller

o Feature installation

Configuration required. Installation succeeded on
o |
Add Roles and Features |
5 NEW Task Details
3 Connectth S server to d Services
Hida
LEARN MORE
ROLES AND SERVER GROUPS
8. Select Add a new forest and enter your custom domain name.
L
B Active Directory Domain Services Configuration Wizard =] X
a . ¥ i . TARGET SERVER
Deployment Configuratior BC-1
i® Dashboard
i Local Serve Select the deployment eperation
nair C Dt _
Ii All Servers I ’ ’ Add & domain controller to an existing domain
Ad 3l Opti - i "
= L Add a new domain Lo an geisting forest
bl Fat ) Add & new forest
B§ File and Stg Review Opticr i
Spexify the domain information for this operation
(g 1) o
Root domain name TESTOOMAIN.COM
Hide
Maore about deployment configurations
Breviol Mext = . Install Cancel

9. Enter your password for DSRM then click Next.

Page 76 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

L

L Active Directory Domam Services Configuration 'Wizard - o X

- - - - TARGET SERVER
Domain Controller Options Be-1

it Configuration
Select functicnsl level of the new forest and root domain

I Local Server

i All servers
i ADDs
g File and Storage Paths

Forest functional level Windows Server 2016 -

Domain functonal kevel; Windows Sarver 2016 =

Spacity domain controller capabilities

[+#] Dramain Name System (DMNS) server
Prevenuistes Chack | Global Catalog (GC)

Read only domain controller [(RODC

Type the Directory Services Restare Mode [DSRM) password

Passwond.

Confirm password:

More about domain controller options

[ < Previows | Mext = Install [ caneal |

10. Click Next on all subsequent windows then click Install on Prerequisites Check screen.

E i . R _—
L.I\.c'hw Directory Domain Services Configuration Wizard [m] b
.= TARGET SERVER
Prerequisites Check B

m | ® AN prerequisite checks passed successfully. Click ‘install’ 1o begin installaton. Show more ®

B Local sef Depkowm

ent Confiquration

- Prerequisites need 1o be wiabdated before Active Directory Domain Services is installed on this
& Al Serve Domain Controller Optons | computer
E AD D5 (5 Opfticans Rerun prereguisites e
W§ File and | Addilional Options
Parhs {"_‘:J Wicw osalls

i Windows Server 2016 domain controllers have a default for the secunty setting named
“Allow cryptography algerithms compatible with Windows NT 4.0° that prevents weaker
erypragraphy algorithms whan sctabliching security channsl sessions

Fear eraine inlesenation sl s selling, see Knowledge Base antichs 592%64 (hitp
goumicrosoft comy hahnkTLinkid = 104751

8. This compamer has at beast one physical network adapter that doss not have static IP
addressies) assigned toits IP Propedties, 11 both 1Py and [Pvb are enabled For a netaork
sdapter, both IPvd and IPvE stotse IP addresses should be sssigned 1o both 1Pvt snd
IPvi; Properties of the physical netwoerk adapter. Such static IP addressies) arsgnment
should be done Lo all the physical network sdapters for reliable Domean Name System

PVBEY nmmrmsin

Hide

& If you click Install, the server automatically reboots at the end of the promation operation

More about prerequesites

= Pravicus Naxt I tall Cancal

T — i e

11. The server will automatically reboot once the installation process is complete. Once the reboot
completes, log back in with domain credentials. To verify the install, from the Server Manager
select Tools -> Active Directory Users and Computers.
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WELCOME TO SERVER MANAGER

I Dashbossd

B Lol Server
Al Saver o r
& e o%.il ngure this 1QCal server
il aoDs
B Dus

B§ File and Sioeage Services b

ROLES AND SERVER GROUPS

= = Fil ani T
W ADDs 1 & Ons 1 | g 5;"":: =Rari
(D Mlanageability @ Manageablity @ Managealslizy
Evpnts Ewnras Bz
Sarvices Services Services
Performance Performante Performance
ROA sacaiite RPA e it AP raidre

Actiwe Disectory Adrmn iiralve Corver
Actin Dissctory Domairs ard Fuits
Astiwe Deectory Medule le Wisdows foaee S el
Actiwd Doy iten and Lo
Sctivn Discctory Usors and Cormpaten
AL Fedit

Component Serviges

Compater Mansgsmerd
Dilragrens ard Opimar Drves

Dk Ceanun

D45

Frart Viewsr

Gaoap Polcy Management

S Iritansr

Lozl sraby Prdivy
WAl AT Sihaies
COBC Dt Sousces 32 bt
QIO Data Sources [6d-ba)
Perlompnue Monice

Mg Klaniagamen
Razource Wartor

Senvices

Systerm Condiguratior
Sysram Irdreratiae

ik Bchechbe

Wirddows Frewal wrb Advaresd Secnty

Wirrluws Barrecey Disgrente

12. Click and expand TESTDOMAIN.com (which is the root domain) and click on DomainControllers.

= Aative Diseciory Users ard Computes

i Local Server
File Acios View Help
B8 Al servers — = —
¥ aoos e« am S0/ X0 Hm TaTES
ﬂ NS | Actiws Dirsctory Users and Com | ppne ope O Type Sie Descrptaon
WS

Saved Curmen

B File and Seoeage Services B w i TESTDOMAIN.com

£ ¢ A

Bualten
Camgites
= Dowasn Contiolies
Formgriscurs, Pancga)
Wanaged Servic docow
Lhiari
Wi
ROLI
-
L)
i ¥l ¥
DA reey e BPA, roeqyilte

The Domain server will be displayed and is now deployed. The cluster nodes are added to the

same domain controller.

Provisioning the Two Cluster Nodes

Using the Azure Portal, provision VM-1 and VM-2 in the same way. There are numerous options to

choose from including instance size, storage options, etc. This guide is not meant to be an exhaustive

guide to deploying Servers in Azure.Availability Zones. It is important that both VM-1,and VM-2 reside in

different Availability Zones. For the sake of this guide we will assume Window 2016 and will use a Cloud

Witness for the Cluster Quorum.
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* If using Windows 2012 R2 or Windows Server 2008 R2 instead of Windows 2016, a File
Share Witness in the 3rd Availability Zone has to be configured as a Cloud Witness
(introduced in Windows Server 2016).

By putting the cluster nodes in different Availability Zones we are ensuring that each cluster node
resides in a different Azure datacenter in the same region. Leveraging Availability Zones rather than
older Fault Domains helps protect the cluster from the possible outages.

Microsoft Azure & Search resources, services, and doct (G+/)

Virtual machines

Add Rotarvations

Subscriptions: Vizual Studso Premium with

Wirtual nebwark Private IP sddrosi Axailability rore

0506 3

Add each cluster node to a different Availability Zone. If a File Share Witness is leveraged, it should be
provisioned in the 3rd Availability Zone.

Static IP Address

While each VM is getting provisioned, make sure to change the settings so that the private IP is Static. If
they are not changed to Static, the private IP addresses of the cluster nodes will change during
subsequent reboots which leads to undesirable results.



ipconfigl

Public IP address settings

Public IP address

'L
L

Public IP ac
VM-1-IP (20.51.186.123)

Private IP address settings
Virtual network/subnet

Assignment

IP address

10.5.04

Storage

Refer to Performance best practices for SQL Server in AzureVirtual Machines for more information on

storage. At least one additional Managed Disk needs to be added to each of cluster nodes. DataKeeper
can use Basic Disks, Premium Storage or multiple disks striped together in a local Storage Space. If a
local storage space is desired, storage space should be created BEFORE any cluster configuration is
done. This is due to a known issue with Failover Clustering and local Storage Spaces. All disks should
be formatted NTFS.


https://docs.microsoft.com/en-us/azure/azure-sql/virtual-machines/windows/performance-guidelines-best-practices?toc=%2Fazure%2Fvirtual-machines%2Fwindows%2Ftoc.json%E2%80%8B
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6.2. Deploying a File Server Failover Cluster
Instance using the Azure Portal

To build a 2-node File Server Failover Cluster Instance in Azure, we are going to assume you have a
basic Virtual Network based on Azure Resource Manager and you have at least one

virtual machine up and running and configured as a Domain Controller. Once you have a Virtual Machine
and a Domain Controller configured, you are going to provision two virtual machines which will act as the
two nodes in our cluster.

Our environment will look like this:

DC1 — Our Domain Controller and File Share Witness

VM-1 and VM-2 — The two nodes of our File Server Cluster. We are building a File Server Cluster in this
guide. In another step-by-step guide we will demonstrate a SQL Server cluster

configuration.

Create the Cluster

Now that both cluster nodes (VM-1 and VM-2) have been provisioned as described above and added to
the above provisioned domain controller, a cluster can be created. Before a cluster can be created the
Failover Clustering feature needs to be enabled on all cluster nodes. Once enabled you are ready to
build your cluster. Most of the steps shown can be performed both via PowerShell and the GUI.
PowerShell is recommended for the first step.

If the cluster is created via the Failover Cluster Manager GUI it will be given a duplicate IP address.
Azure VMs have to use DHCP. By specifying “Static IP” VMs in

the Azure portal, a DHCP reservation was created. This is not exactly a DHCP reservation because a
true DHCP reservation would remove that IP address from the DHCP pool.

Specifying a Static IP address in the Azure portal means that if the IP address is still available when the
VM requests it, Azure will assign that IP address to it. However, if the VM is offline and another host
comes online in that same subnet it could be issued that same IP address.

There is an additional side effect to the way Azure implements DHCP. When creating a cluster with the
Windows Server Failover Cluster GUI, there is not an option to specify a cluster IP address. Instead it
relies on DHCP to obtain an address. DHCP will issue a duplicate IP address, usually the same IP
address as the host requesting a new IP address. The cluster install will complete but there may be
some errors and Windows Server Failover Cluster may need to be run from another node. Once it is
running, the core cluster IP address must be changed to one that is not currently in use on the network.

To avoid this situation create the cluster via PowerShell and specify the cluster IP address as part of the
PowerShell command to create the cluster. The cluster can be
created using the New-Cluster command as follows:
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New-Cluster -Name clusterl -Node VM-1,VM-2 -StaticAddress

-NoStorage

After the cluster creation is completed, validate the cluster by running the following command. Some
storage and network warnings are expected but you can ignore the warnings.

Test-Cluster

Create a Quorum Witness

As mentioned earlier, if you are using Windows 2016 or 2019, a Cloud Witness must be created for the
cluster quorum. If you are using Windows Server 2012 R2 or Windows Server 2008 R2, a File Share
Witness needs to be created. Instructions for creating one can be found here.
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6.3. Install DataKeeper

After the cluster is created, DataKeeper is installed. It is important to install DataKeeper after the initial
cluster is created so the custom cluster resource type can be registered with the cluster. If you installed
DataKeeper before the cluster was created you will need to run the install again and perform a repair
installation.

1. Install DataKeeper after the cluster is created. During the installation choose all the default
options.

SI0S DataKeeper for Windows v8 Update 3 -

N

Welcome to the InstallShield Wizard for 5105
DataKeeper and 5105 D ataKeeper Cluster
Edition

The IngtallShield Wizard will install S105 Datak.eeper on
your camputer. The verzion of 5105 D atak.eeper that pau
will uze will be determined by the licenze key that you
purchaze. To continue, click Mest.

< Back | P et > || Cancel

2. The service account used for the login on the VMs must be a domain account created earlier and
be in the local administrators group on each node in the cluster.
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D ataK eeper Service logon account setup

Specify the uzer account for thiz service. [Format: DomainhUserl D -or- ServersUserlD]

Uszer ID:
| DATAKEEPER \dave

Fazzword:
| sesscessese

Paszwiard Confirmation:
| sessssssseel

| tallS hield

¢ Back || Mest »

Once DataKeeper is installed and licensed on each node, reboot the servers.

Create the DataKeeper Volume Resource

1. To create the DataKeeper Volume Resource, start the DataKeeper Ul and connect to both of the
servers.

(] Danakesper - [SI05 Datakesper]

= a x
File Actien View Help
| m HM
e () O B B AT [ s
o Cireate babs
Connect bo Server

| v | Overview | Disconrect from Servens)

‘llﬂh | View *

Mirrars are logically grouped intn jobs., H Hep

_'h No servers are sttached. Bagin by (onnecteng to ong or more DalakKeepes’ Wrvers.

Y Connect tn Server —ie—

_;]_ i

Reparts provide guick ovendew of the Datalesper system.
[#] Job Cverview Report

aener Ovenview Report

[

2. Connect to VM-1.
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‘& 5105 DataKeeper — O et

Enter the server to connect to

Provide the name or IP address for the server you would like to connect
to.

Server: |yi-1|

3. Connect to VM-2.

‘& 505 DataKeeper — O x

Enter the server to connect to

Provide the name or IP address for the server you would like to connect
to.

Server: |yM-2|

| Connect | | Cancel

4. Once connection to each server is established, create a DataKeeper volume. Right click on Jobs
and choose Create Job.
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Allows management of mirrors on a server

[€7] Datakeeper - [S105 DataKeeperJobs] - o b4
File Action \View Help
+=% | nm @B
E]S!OSD e A Datakeeper Job consists of one or more related mirrers. A grouping of mimers inte Acthons
> control over the entine group of marrors, | Jobs -
3 _‘ﬁ Create Job
Connect to Server Create Job
Disconnect from Server{s) sescripbon Connect to Server
Disconnect from Serv...
View
Help View 3
Help

5. Add the Job name and Job description.

ﬁ 5105 DataKeeper

Create a new job

A job provides a legical grouping of related mirrers and servers, Provide a
name and description for this new job to help remember it.

Job name: | F Drive

Job description: | 5QL Data

CreateJob | | Cancel

6. Choose the Source Server, IP address and Volume. The IP address is whether the replication

traffic will travel.
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ﬁ Mew Mirror

&

Choose a Target

Configure Details

~a Choose a Source

Choose the server with the source volume,

Server: VM-1.TESTDOMAIN.COM

i |

Choose the IP address to use on the server,

Connect to Server

IP address: | 10.5.0.4 /24

& |

Choose the volume on the selected server,

Volume; I F

Mext || Cancel

7. Choose the Target Server.

ﬁ Mew Mirror

@

Choose a Source

Configure Details

tva Choose a Target

Source servern
Source |P address: 10.5.0.4

Source volume: F

Choose the server with the target volume.

VM-1.TESTDOMAIN.COM

Serven VM-2ZTESTDOMAIN.COM

’ |

Choose the |P address to use on the server,

Connect to Server

IP address: | 1005.0.5 / 24

i |

Choose the volume on the selected server,

Volume; i F

‘|

Previous || Mext || Cancel |

8. Choose your options. Synchronous replication should be chosen for two VMs in the same
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geographic region. For cross-region replication, the asynchronous option should be used.
Compression can also be enabled for large distances, or when high latency is observed between

the VMs.
S Mew Mirrar = O by
%}@ Configure Details
Choose a Source Source server V-1 TESTDOMAIN.COM
Choose a Target Source |P address: 10.5.0.4

Specify how the data should be compressed when sent to the target.
bl

L

MNone

How should the source velume data be sent to the target volume?
® Asynchronous
) Synchronous

Raxituasn bandsedtie. |0 | kbps
Uise O for uniimited

Previous || Done || Cancel |

By clicking yes on the last dialog, a new DataKeeper Volume Resource will be registered in
Failover Cluster. By default new DataKeeper Volume resources are placed in the Available
Storage group.

e The volume created is eligible for WSFC cluster. Do you want to

auto-register this volume as a cluster volume?

Yes Mo

9. A DataKeeper Volume Resource can be seen in Available Storage.
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=
Fil=  Action WView Help

= e
M Faitcver Chuster Baneger Rodes (1) Actions
3 rter ], TESTDCMAIM,
v el i S TR o .
# Nodes Mame Status Tvpe (wner hlode Pioty || ®5 Configure Role.,
v 4 Storage =Y Heyw Fole (¥) Furning Tther W1 Madeam Wirtual Machines._. ]
5 Disks =
_‘__1‘ Pooks M Crawis Eregiy Rals
B Enclosures et ]
4 Nebwarks i Befresh
[ Cluster Bvents
Help
e Riode: -
I Sbop Role
P Move ¥
% Change Startup Priority ¥
Bl Irformetion Dats
4] Show Critical Events
SB Add Storsge
B Add Resource ]
— - ———— B Mdore Sctiors ]
v | New Role Prafumd Dsrany "‘“"”"‘-I XK Femove
= Pmperes
Shabus: Funning
Priity: Medr H wHer
wmrmar Mods WM

Summary | Resoaces

Einles: Plew Foke

Create the File Server Cluster Resource

Use PowerShell to create the Failover Server Cluster Resource instead of the Failover Cluster interface.
The virtual machines are configured to use DHCP, and the GUI based wizard will not prompt the user to
enter the cluster IP address. Instead, it will issue a duplicate IP address. Using a powershell command
to create the File Server Cluster Resource and specify the IP address will avoid a duplicate IP address

being issued.

Add-ClusterFileServerRole -Storage "DataKeeper Volume E" -Name FileServerl

-StaticAddress

* Make a note of the IP address specified here. It must be a unique IP address on the
network. The same IP address will be assigned for the Load Balancer.

Create the Internal Load Balancer

The Azure network stack does not support gratuitous ARPS so clients cannot connect directly to the
cluster IP address. Instead, clients connect to an internal load balancer and are redirected to the active
cluster node. An internal load balancer can be created through the Azure Portal as shown below.
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A Public Load Balancer can be used if your client connects over the public internet but assuming the
clients reside in the same Virtual Network, an Internal Load Balancer can be used.

o¥s The Virtual Network is the same as the network where the cluster nodes reside. The
Private IP address specified will be EXACTLY the same as the address used to create
the File Server Cluster Resource. Since multiple Availability Zones are being used, a
zone redundant load balancer will be created as shown below.

* An Azure Internal Load Balancer is only required for older versions of SQL Server
running on Windows 2016 or older. Starting with SQL Server 2019 CU2, SQL Server
FClIs running on Windows 2016 and newer do not need to use an Azure ILB. Instead, the
Distributed Network Name (DNN) Azure feature should be configured for SQL Server
FCls. This guide does not cover configuration of a DNN in Azure, but instead relies on
an Azure ILB for proper routing.
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= Microsoft Azure £ Search resources, ¢

Home > Load balancers

Create load balancer

Azure load balancer is a layer 4 [oad balancer that distributes incoming traffic among healthy virtual machine instances. Load
balancers uses a hash-based distribution algorithm. By default. it uses a S-tuple (source [P, source port, destination IP,
destination port, protocol type) hash to map traffic to available servers. Load balancers can either be internet-facing where it is
accessible via public IP addresses, or internal where it is only accassible from a virtual network. Azure load balancers also
support Network Address Translation (NAT) to route traffic betwesn public and private IP addresses. Learn more

Project details

Subscription * | Visusl Studiio Premium with MSDN v |

Resource group * | Test-RiG s |
Create new

Instance details

Name * | Test-LB ¥ |

Region * | (Us) East US v |

Type* O @ Internal O Public

SKU* O O Basic @ Standard

n Standard Load Balancer ks secure by default. This means Network Security
Groups (M5Gs) are used to explicitly permit and whitelist allowed traffic, If
you do not have an NSG on a subnet or NIC of your virtual machine resource,
traffic is not allowed to reach this resource. Please configure an N3G to
ensune communication if needad. For outbound commuenication, an explicit
outbound rule is needed. Learn more about outbound connectivity =

Configure virtual network.

Virtual network * (0 [Fest-wN v

Subnet * | Test-VN-Sub-0 (10.5.0.0/24) v |
Manage subnet configuration

IP address assignment * @ Static O Dynamic

Private IP address * [ 105099 -

Puwailability zone * (O [-Ianereg.;nt_.lant v-]

Review + ceate < Previous Mext : Tags = Download & template for aubamation

To edit the load balancer after it is created:

1. Frontend IP configuration.
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= Microsoft Azure 2 Search resources,

Home > Load balancers > Test-LB | Frontend IP configuration

Add frontend IP address

Test-LB

Name * [ Test-La-re ;
Virtual network Test-VN

Subnet | Test-vN-sub-0 (10.5.0.0/24) v |
Assignment () Dynamic (@) Static

IP address * | 105090 ]

2. Add Backend pools. Here we will add two cluster nodes, VM-1 and VM-2 to our backend pool.
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= Microsoft Azure £ Search resour

Home > Load balancers » Test-LB | Backend pools

Add backend pool

Test-1B
Name * | Test-LE-BF
Virtual network (D) Test-WN (Test-RG)

IP version - Pve )

Virtual machines

You can anly attach virtual machines in eastus that have a standard SKU public IP configuration or no public IP configuration.
All IP configurations must be on the same virtual network

[] Virtual machine T4 IP Configuration T Awallability set T..
[] vm ipconfigl (10.5.0.4) s
[] vm-2 ipconfigl (10.5.0.5) -

Virtual machine scale sets

Virtual Machine Scale Sets must be in same location as Load Balancer. Only |P configurations that have the same SKU
(Basic/Standard) as the Load Balancer can be selected. All of the IP configurations have to be in the same Virtual Network

ﬂ Mo virlual machine scale set is found in eastus that matches the above criteria

3. Add Health probes. The probe we add will be Port 59999. This probe determines which machine is
currently active in our cluster and where the Virtual IP is enabled. Using this
ILB will route the traffic to the corresponding node.
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Home > Load balancers » Test-LB | Health probes »

Test-LB-HP

Test-LB
E Save % Discard @l Celete

Mame *

| Test-LE-HA

Protocol

| Tcp

Port* (0

| 59909

Interval ¥ O

| 5

seconds

Unhealthy threshold * O

| 2

consecutive failures

Used by @
Mot used

IP (direct server return) setting is changed. Make sure this option is set to Enabled.

4. Add Load balancing rules to redirect the SMB traffic, TCP port 445. Note: Notice that the Floating
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Home » Load balancers » Test-LB | Load balancing rules >

Add load balancing rule

Test-LB

o A load balancing rule distributes incoming traffic that is sent to a selected IP address and port
combination across a group of backend pool instances. Only backend instances that the health probe
considers healthy receive new traffic.

Mame *

Test-LB-LER o

IP Version *
(@ 1pvd () 1pv6

Frontend IP address * (0
| 10.5.0.99 [LoadBalancerFrontEnd) W

HA Ports ()

Backend pool (0
| Test-LP-BP (2 virtual machines) v |

Health probe
| Test-LB-HP (TCP:59999) v |

Session persistence ()

Mone pd |

Idle timeout (minutes) O
O [ 4]

TCP reset

(@) Disabled () Enabled

Floating IP (direct server retum) O
I p
( Disabled {EEEIZD)

Create implicit outbound rules

@ Yes O Mo
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Fix the File Server IP Resource

The final step in the configuration is to run the PowerShell script on one of the cluster nodes. This will
allow the Cluster IP Address to respond to the ILB probes and ensure that there is no IP address conflict
between the Cluster IP Address and the ILB.

* Edit the script to fit the deployed environment. The subnet mask set to 255.255.255.255
is not a mistake and must be kept as is. This creates a host-specific route to avoid IP
address conflicts with the ILB.

$ClusterMetworkName = ""

$IPResourceName =
$ILBIP = ""

Import-Module FailowverClusters

Get-ClusterResource $IPResourceName | Set-ClusterParameter -Multiple
@{Address=%ILBIP;ProbePort= ;SubnetMask="255.255.255.255" ;Network=%C1us
terNetworkName ; EnableDhcp=£}

Create File Shares

Create the file shares in Windows Explorer on the active node. Failover Clustering automatically picks up
the shares and puts them in the cluster.

* The Continuous Availability option of a file share is not supported in this configuration.

A functioning WSFC File Server that spans Availability Zones in Azure is now ready for use.

For additional assistance, pre-sales customers please contact sales@us.sios.com or
evalsupport@us.sios.com. If you are a post-sales customer please contact the SIOS Support team at
support@us.sios.com. If you need additional assistance with this feature, please contact our
Professional Services team at professional-services@us.sios.com.
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7. DataKeeper Cluster Edition Installation
Guide

The DataKeeper Cluster Edition Installation Guide contains information on how to install and license

your Cluster Edition software.

Once you have completed the steps in this guide, you will be ready to configure your Cluster resources.
The DataKeeper Cluster Edition Technical Documentation provides the information necessary to

complete your DataKeeper Cluster Edition configuration.

DataKeeper Cluster Edition uses the Flexera InstallShield product to provide a standard installation
interface.
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Once you have downloaded the DataKeeper Cluster Edition software, the topics that follow explain the

installation process.

Core Software

Installing Core

Third Party Product Files

Application Directory Anomaly

Localized Language Supplement

Silent Installation

Page 98 of 592



SIOS TECHNOLOGY CORP. SIOS DataKeeper Cluster Edition - 8.8.0

7.1.1. Core Software

DataKeeper Cluster Edition Core Software

+ DataKeeper

+ DataKeeper Driver (ExtMirr.sys)

» DataKeeper Service (ExtMirrSvc.exe)

+ Command Line Interface (EMCMD.exe)
« DataKeeper GUI (Datakeeper.msc)

» Packaging files, SIOS Protection Suite scripts, help files, etc.
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7.1.2. Installing Core

Installing the DataKeeper Cluster Edition Core Software

SIOS DataKeeper Cluster Edition uses the Flexera InstallShield product to provide a standard
installation interface. A license must be obtained and installed for each server in the cluster.

We recommend that you read the DataKeeper Cluster Edition for Windows Release Notes before

installing and configuring DataKeeper Cluster Edition.

To install DataKeeper Cluster Edition software, run the setup program delivered with the DataKeeper
Cluster Edition for Windows product. Follow the setup instructions on each screen. Some explanatory
notes are included below.

Installation Notes

Once installation begins, you will be prompted to select the DataKeeper features to install. A typical
installation includes both features.

+ DataKeeper Server Components

« DataKeeper User Interface

During installation of DataKeeper Server Components:

1. Configure firewall settings

2. Select a DataKeeper Service log on account type

» If Domain or Server account is selected, provide DataKeeper Service log on ID and Password.

3. Install licensing via the License Manager.

Reboot your server and begin using DataKeeper. See the DataKeeper Cluster Edition Technical

Documentation for further information on using DataKeeper.

The SIOS DataKeeper User Interface and Server Components Feature can be installed
independently, and the installation can be modified later to include any feature that has not previously
been installed.

Exclusion list for Antivirus Software for LifeKeeper and
DataKeeper for Windows

The following things should be excluded in your antivirus software for LifeKeeper and DataKeeper:
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» For DataKeeper C:\Program Files (x86)\SIOS\DataKeeper\ directory (or the folder DataKeeper is
installed in).

* The bitmap file location (by default on the c: drive but it may be relocated — C:\Program Files
(x86)\SIO0S\DataKeeper\Bitmaps).

These locations have all of the executables and sometimes the Antivirus Software can quarantine them,
thus rendering LifeKeeper or DataKeeper inoperable.

The list of registry keys that LifeKeeper and DataKeeper use is located here.

AND

UpperFilters registry key located at:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\
Class\{71A27CDD-812A-11D0-BEC7-08002BE2092F}

The contents of the UpperFilters key contains “ExtMirr” when using DataKeeper.
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7.1.3. Third Party Product Files

The following third party files were not developed by SIOS Technology Corp. but are installed during the
SIOS Protection Suite/DataKeeper installation process.

Path and File Name Provider Purpose

<DK InstallPath>/Imdiag.exe

<DK InstallPath>/Imhostid.exe

Flexera License Management
<DK InstallPath>/Iminstall.exe
<DK InstallPath>/motdk_libFNP.dll
<DK InstallPath>/Snaplin/lronPython.dll (.Net github.com/
python language implementation) IronLanguages/

ironpython2 Testing/Debugging
<DK InstallPath>/SnaplIn/IronPython.Modules.dll
(.Net python modules) (Microsoft open source)
<DK InstallPath>/SnapIn/J832.Common.dll

Kev!n_Moore, Utilities and controls for
<DK InstallPath>/Snapln/ http://j832.com/ WPF development
J832.Wpf.BagOTricksLib.dll Lo

<DK InstallPath>/Snapln/log4net.dll (.Net logging Apache Software Application logging

library) Foundation
github.com/
<DK InstallPath>/Snapln/
_ o IronLanguages/
Microsoft.Scripting.Core.dll i
ironpython2

<DK InstallPath>/Snapln/Microsoft.Scripting.dll
(part of IronPython)

<DK InstallPath>/SnapIn/MMCFxCommon.dll

Microsoft MMC managed shap-in
<DK InstallPath>/Snapln/ library

microsoft.managementconsole.dll



https://github.com/thinkpixellab/bot
https://github.com/thinkpixellab/bot

<DK InstallPath>/VSSHelper/AlphaVSS-
license.txt

<DK InstallPath>/VSSHelper/
AlphaVSS.Common.dll

<DK InstallPath>/VSSHelper/
AlphaVSS.Common.xml

<DK InstallPath>/VSSHelper/AlphaVSS.x64.dll

<DK InstallPath>/VSSHelper/log4net.dll

<DK InstallPath>/VSSHelper/log4net.xml

<DK InstallPath>/VSSHelper/cfg/
log4net.Config.xml

Pete Palotas,

github.com/alphaleonis/
AlphaVSsS

Alpha VSS provider

<LK InstallPath>/Admin/kit/Ipapp/bin/wpcap.dll

<LK InstallPath>/Admin/kit/Ipapp/bin/packet.dll

CACE Technologies

Gratuitous ARP Update

<LK Install>\jre-15.0.1

Open JDK

General Public License

%WINDIR%\system32\drivers\ExtMirr.sys

Zlib

Data Compression

Note: By default is C:\Program Files (x86)\SIOS\DataKeeper
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7.1.4. Application Directory Anomaly

The following file is installed in a directory other than the default directory that you selected during the
DataKeeper installation procedure. This exception occurs when the operating system installs
performance monitor counters.

Path and File Name Purpose
<windows dir>/inf/ExtMirr/ Performance monitoring. This file contains counter names
ExtMirrCounters.h: and definitions
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7.1.5. Localized Language Supplement

For information regarding the Localized Language Supplement, please refer to Installing LifeKeeper for
Windows Localized Language Supplement in the SIOS Protection Suite Documentation.
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7.1.6. Silent Installation

Silent Installation of DataKeeper Cluster Edition

You can install DataKeeper Cluster Edition for Windows silently through the use of the -silent
command line option. This option suppresses both the wizard and launcher user interfaces (Uls)
resulting in what is considered a “silent installation.” This is how an installation is performed without any
information displaying to or requiring any interaction with the end user. Response files, also known as
“options” files, are used to pass command line options at installation. This is done as you would normally
specify them on the command line to represent the responses to dialogs and/or to set the value of a
property or variable. The options specified in the response/options file are executed after the execution
of the options that were entered directly on the command line.

DataKeeper Response File

To create a response file for DataKeeper, open a command window and run the SIOS DataKeeper
setup program using the command:

DK-{version}-Setup.exe /r /flC:\setup.iss
The responses entered to the dialogs will be recorded into the file setup. iss.

Note: When creating the initial setup. iss file, if a local user server account is used for the
DataKeeper service, you must edit the setup. iss file for use on other servers. This change can be
made by opening the setup. iss file in Notepad and changing the name of the server found within the
szName field. (i.e.- szName=<serverName>\Administrator). When using the Local Service
account or a Domain account that is the same across all installations, changing the setup.iss fileis

not required.

To perform a silent install using the created response file, open a command window and run the SIOS
DataKeeper setup program using the command:

DK-{version}-Setup.exe /s /flC:\setup.iss /f2C:\setup.log

Results from the silent install are stored in the file setup.log. “ResultCode=0" indicates a successful
install. A negative result code indicates failure. Please check the operating system requirements for
further information regarding the cause of failure.

When the DataKeeper Cluster Edition install is finished, copy the license key(s) to the C:\Windows\
SysWOWG64\LKLicense folder or run the License Key Installer utility from the Start-Programs menu to
install the license key.

Start->Al11l Programs->SIOS->DataKeeper->License Key Installer

Reboot the server.
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7.1.7. Removing a Clustered DataKeeper
Volume

To remove a Clustered DataKeeper Volume follow these steps:

1. Launch the Failover Cluster Manager.

2. Select the Role and related DataKeeper Storage.

3. Remove the DataKeeper Volume resource from the Role. This will move the DataKeeper Volume
resource to the “Available Storage” group.

==

File Action View Help

&= 7z B

ﬁ Failover Cluster Manager Roles (1)
B | (7K 7K
oles
E% Nodes Name Status Type Owner Node Priority Information
b [y Storage [F% SQL Server (MSSQLSERVER) (®) Running Other Bentgrass2012 Medium
i% Metworks

Cluster Events

(< " | [>]
v Prefemed Owners:  Any node
Name Status Information
Storage
5 DataKeeper Volume E (®) Orline
Server Name
| % 1 Name: SI0SSQL (%) Onlie.
Other Resources
2 sQL Server (®) Orline
25 50L Server Agent (#) Orline

Summary | Resources

| Roles: Name: SI0SSQL

Are you sure you want to remove the selected disks from SQL
Server (MSSQLSERVER)?

If you continue, all of the data on the storage rescurce(s) will become unavailable
to clustered roles that are using the affected disk(s).

Once the DataKeeper Resource is returned to Storage/Disk and is listed as Available Storage it can be
removed.
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4. Select the Storage then select Remove.

File Action View Help

o= 7E BH=

-ﬁ Failover Cluster Manager

=] Roles
:I% Nodes
4 |y Storage
2 Disks
g Pools
‘:% Metworks
Cluster Events

4 ni;‘j DarnellB_Cluster.gatest.com

Disks (1)
| Queries v i ¥ [{v)
Name Status Assigned To Cwner Node Disk Mumber Capi
éi_, DataKeeper Volume E @ Cnline Awazilzble Storage Bertgrazs2012
Bring Online
Take Offline
@ Information Details...
i iti
<] = Show Critical Events
More Actions 3
¥ E% DataKeeper Volume E &R | Remove
Properties
Volumes (0) . :

Disks: DataKeeper Volume E

Are you sure you want to remove the selected disks from
% Available Storage?

If you continue, all of the data on the storage resource(s) will become unavailable
to clustered roles that are using the affected disk(s).

5. Launch DataKeeper.

Datakeeper

6. In the Action Pane select Delete Job.

* If the Job contains multiple mirrors use the Delete Mirror option to remove the mirrors
only for the volume that is being deleted. Leave the other volumes in the job.
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4| 7i[m

€2 5105 DataKeeper

4 (4 Jobs
b & SQL 2014 Data

i Summary of SQL 2014 Data - AdventureWarks 2008 created 11/20/2017

4 [ Reports
[ Job Overview
Server Overview

Job name: 5SQL 2014 Data
Job description: AdventureWorks 2008 created 11/20/2017
Job state: o Mirroring

Source Server Target Server

Source volume: E

Target Volume  Source IP

Target IP State

Resync Remaining

| BENTGRAS52012.QATEST.COM BERMUDA2012.QATEST.COM E

10.10.10.126 10.10.10.130 p Mirroring 0.00 KB

<]

[

Mirror | Source Semarl Target Server

Mirror type: Asynchronous
Disk space: 5.00 GB
Compression: MNone

Maximum bandwidth: 0 kbps

| Actions

|saLoi4paa o~

Create Job

Connect to Server

Disconnect from Server(s)
Pause and Unlock All Mirrors
Continue and Lock All Mirrors
Break All Mirrors

Resync All Mirrors
Switchover Mirrors

Create a Mirror

Rename Job

XA+ %mw- =

Delete Job
View 3

=

Help

Wl Pause and Unlock Mirror
=4 Break Mimrar

b Continue and Lock Mirror
5% Resync Mirror

»¥ Switchover Mirror

[P Reassign Job

#K Delete Mirror

Mirror Properties

i Manage Shared Volumes

H Help

o

@ 5105 DataKeeper

A@Jﬂbs

4 Eﬁ Reports

= lob Overview
Server Overview

Are you sure you want to delete the 'SCL 2014 Data' job and its 1
mirrars?

ﬂ Server Overview Report

The Server Overview will show a Not mirrored state once the mirror has been successfully removed.

E MNone
G MNone

Volume Mirror Role

State

= Not mirrored NTF5
= Not mirrored NTF5

a | BENTGRAS52012.QATEST.COM ( LOCALHOST )  —a Mot mirrored

File System Total Size

5.00 GE
5.00 GE

E MNone

Volume Mirror Role

State
= Not mirrored NTF5

- | BERMUDAZ012.QATEST.COM [ BERMUDAZ012 ) = Not mirrored

File System Total Size

5.00 GE
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7.2. Licensing

Obtaining and Installing the License

Activating Your License

https://fast.wistia.net/embed/iframe/05ucyhj7cj

Installing Your License

BEFORE WE INSTALL THE LICENSES:

- DATAKEEPER INSTALLED l

- ACTIVATE LICENSES FROM .
PURCHASED ENTITLEMENTS l

- DOWNLOAD EMAILED LICENSE FILES

https://fast.wistia.net/embed/iframe/dviz4cvigx

DataKeeper Cluster Edition requires a unique license for each server. The license is a run-time license
which means that you can install it without the license, but the license must be installed before you can
successfully start and run DataKeeper Cluster Edition.

The final screen of the InstallShield installation utility displays the Host ID of your server. The Host
ID, along with the Entitlement ID (Authorization Code) that was provided with your DataKeeper Cluster
Edition software, is used to obtain the license required to run DataKeeper Cluster Edition. The process is
illustrated below.
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Host ID .
Obtained by License Entitlement ID

Key Installation Utility or Delivered with Software
Imhostid Utility

License File
Emailed from
SI0S Website

Install License

Using the 5105 License
Key Installer Utility

License Key Manager

In addition to installing DataKeeper Cluster Edition product licenses, the License Key Manager allows
you to perform the following functions:

* View all licenses currently installed on your system.

« View all expiration notifications (days remaining) for each time-expiring license.

+ Identify invalid licenses that are currently installed.

+ Delete any installed licenses (right-click on the license and select Delete).

+ Delete all expired licenses as a group (press the Delete Expired License button).
+ Refresh the Installed License list when installing software or upgrades.

Perform the following steps to obtain and install your licenses for each server in the DataKeeper Cluster
Edition cluster:

1. Get your Host ID. At the end of the DataKeeper Cluster Edition installation, make note of the Host
ID displayed by the License Key Installer utility as shown below. The Host ID may also be
obtained by running $ExtMirrBase%\bin\lmhostid (where ExtMirrBase is the DataKeeper
installation path, by default C:\Program Files (x86)\SIOS\DataKeeper) on the system(s) that you
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are obtaining licenses for. (If you need to obtain your Host ID again at a later time, you may do so
by running the License Key Installer utility from the Start-Programs menu Start-All
Programs-SIOS-DataKeeper-License Key Installer.)

Write the Host IDs in a notebook or save them in a file. If saved in a file, copy that file to a system
with internet access. Otherwise, take your notebook with you to the system with internet access.

Ensure you have your DataKeeper Cluster Edition Entitlement ID (Authorization Code). You
should have received an email with your software containing the Entitlement ID needed to obtain
the license.

Obtain your licenses from the SIOS Technology Corp. Licensing Operations Portal.

a. Using the system that has internet access, navigate to the SIOS Technology Corp. Licensing

Operations Portal and log in entering your User Name and Password (or register if you do not

already have an account).
Note: New users must enter the Entitlement ID that is included in the delivery email.

b. From the Activation and Entitlements dropdown select List Entitlements.
c. Check the box to the left of the product line item(s) that you wish to license.

d. From the Action dropdown select Activate and enter the requested information (including your
system HOSTNAME) then select Next.

e Click on the Gray Plus Sign to choose an already defined host or create a new host by
selecting the Green Plus Sign.

f. Select ANY for the Node Locked Host choice if it is available, otherwise select ETHERNET MAC
ADDRESS and enter the Host ID (MAC address), click OK then click Generate.

* Note: The Host ID is 12 characters with no spaces, no colons, no dashes, and no

5.

separators.

g. Check the box to the left of the Fulfillment ID and select Complete.

h. From the License Support dropdown select List Licenses. Check the box to the left of the
Fulfillment ID and select Email from the View dropdown.

i. Enter a valid email address to send the license to and select Send.

j. Retrieve the email(s).

k. Copy the file(s) to the appropriate system(s).

Install your license(s).

Page 112 of 592


https://license.steeleye.com/portal/
https://license.steeleye.com/portal/
https://license.steeleye.com/portal/

SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0
* On each system, copy the license key(s) to the C:\Windows\SysWOWG64\LKLicense folder.
OR

* Run the License Key Installer from the Start-Programs menu (Start-All
Programs-SIOS-DataKeeper-License Key Installer).

» Press the Install License File ... button on the main screen of the License Key Installer.
* Browse to the location of the license file that you saved in Step 4 above.
+ Click on the license file name. It will become highlighted.

» Press the Install License File ... button that appears in that dialog box below the file names. A
license detection confirmation popup will be displayed.

6. Repeat on all additional servers. You must install a license on the other DataKeeper Cluster
Edition server(s) using the unique Host ID for each server.

7. Restart DataKeeper Cluster Edition.

Primary Network Interface Change May Require a License
Rehost

The Host ID used by the License Key Installer utility is obtained from the DataKeeper Cluster Edition
server’s primary network interface card (NIC). DataKeeper Cluster Edition will check for a valid license
each time it starts. If your DataKeeper Cluster Edition server should require a NIC replacement in the
future that would cause the Host ID to change, then the next time DataKeeper Cluster Edition is stopped,
a License Rehost must be performed before starting it again. Log in to the SIOS Technology Corp.

Licensing Operations Portal and select License Support, List Licenses, Action, Rehost.

* Note: A rehost can be performed four times per six-month period (per Activation ID)
without contacting support.

Troubleshooting
If errors are encountered, please try the following before contacting Support:

* Review the error messages in the Windows Event Viewer.
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7.3. Uninstalling SIOS DataKeeper Cluster
Edition

Before Removing DataKeeper

If planning to uninstall DataKeeper and reinstall a previous version, all jobs/mirrors must be deleted on
each node prior to uninstalling. These will need to be recreated once software is reinstalled.

Uninstall DataKeeper Cluster Edition

* In Windows Control Panel, find your list of installed programs and select SIOS DataKeeper .
+ Select Uninstall.
Once the uninstall process is complete, rebooting the system is required.

Note: Uninstalling automatically stops the DataKeeper Cluster Edition services and clears the registry
entries.

Once removed, the following files will not be removed by the uninstall procedure.

Path and File Name Definition and Special Considerations

Common license file directory for SIOS Technology Corp. products. This is
where license files are installed and licenses for multiple SIOS Technology

el Corp. products may be installed here at any given time. We don’t remove
dir>/Syswowe4/ this at uninstall so as to not disturb the installed licenses.
LKLicense

Safe to remove manually, but the license will need to be reinstalled if the
software is reinstalled at a later time.

A backup file created by Windows when new performance monitor counters
o oS are installed. This is created when we install the perfmon counters.
dir>/SysWwowe4/
bPerfStringBackup.ini | This should probably be left alone since it is a file created by Windows
itself.

<windows dir>/inf/
ExtMirr/0011/
ExtMirrCounters.ini

This file describes the DataKeeper performance monitor counters. This file can
be removed or left alone. It is not an executable.
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Notes

* Important: Uninstallation of DataKeeper Cluster Edition software requires that the Microsoft
Visual C++ 2008 Redistributable package be installed. Do not remove this package until
DataKeeper Cluster Edition has been uninstalled.

* Modify or Repair must be run from the DataKeeper Cluster Edition setup program.

* Removal of DataKeeper Cluster Edition may NOT delete the DataKeeper Cluster Edition directory.
This directory can be deleted manually after the Add/Remove operation is complete.

* A reboot of the system is required to completely remove DataKeeper Cluster Edition remnants.
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7.4. Upgrading SIOS DataKeeper Cluster
Edition

Upgrading DataKeeper Cluster Edition from previous versions of DataKeeper Cluster Edition is very

straightforward. Simply run the installation process outlined below on all systems. The upgrade process

stops the DataKeeper Service, copies the new files to the DataKeeper directory and requires a reboot at

the end to load the new DataKeeper driver.

The following information applies to a DataKeeper Cluster Edition upgrade:

Existing mirrors are not affected by the upgrade and will remain in place.

It is not necessary to pause or manipulate the mirror(s) in any way before upgrading.

DataKeeper Cluster Edition licensing is not affected and does not need to be redone after the
upgrade.

IMPORTANT: Before rebooting a WSFC node that is currently the owner of DataKeeper
volume resources which are online, it is recommended that all DataKeeper volume
resources either be taken offline or moved to a different node/cluster owner.

The DataKeeper Cluster Edition upgrade will be performed on the target systems first. Cluster resources

will then be switched over to allow for the upgrade of the original source system.

Upgrading the Target Server

1.

Using Microsoft Cluster Manager, move all resources to one node/cluster owner so that only one
node is the source server.

Close the DataKeeper Ul if it is currently running.

On each target system, run the setup.exe program distributed with the DataKeeper Cluster Edition
product. Setup will detect that you are upgrading your existing DataKeeper product and display a
confirmation dialog. Click Yes to continue the upgrade.

The DataKeeper service will be stopped during the upgrade process. After setup completes, you
will be prompted to enter a new DataKeeper license key. When upgrading from a previous version
of DataKeeper Cluster Edition, applying new licenses is not required and you may exit the License
Manager.

Reboot your server.

Bring up the target systems and allow the mirror(s) to resync and return to the Mirroring state.

Repeat Steps 2-6 for each target system.
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Upgrading the Original Source Server

1. Using Microsoft Cluster Manager, move all resources to a DataKeeper node that has been
upgraded so the source server can be upgraded.

2. Once all resources are online on another node and in the mirroring state, repeat the above
procedure on the original source system and reboot the server.

3. Run the DataKeeper Ul to view your existing mirrors.

Reinstalling SIOS DataKeeper Cluster Edition

To reinstall DataKeeper Cluster Edition, perform the same procedures as above, the only exception
being that when Setup presents a list of InstallShield options, select Repair.

Repair

The Install process also allows repairing the DataKeeper Cluster Edition software. Use this option if the
software that was previously installed was accidentally deleted or if the user is performing a point
release upgrade. This option copies all the files from the setup folder and prompts the user to reboot the
system.

Considerations

Upgrading from a previous release to DataKeeper v7.6 or later read the considerations for chkdsk.
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8. DataKeeper Cluster Edition Technical
Documentation

DataKeeper with High Availability — Cluster Edition
Overview

SIOS DataKeeper is a highly optimized host-based replication solution which ensures your data is
replicated as quickly and as efficiently as possible from your source server across the network to one or
more target servers.

SIOS DataKeeper Cluster Edition is a highly optimized host-based replication solution which integrates
seamlessly with Windows Failover Clustering. Windows Failover Clustering features, such as cross-
subnet failover and tunable heartbeat parameters, make it possible for administrators to deploy
geographically dispersed clusters. SIOS DataKeeper provides the data replication mechanism which
extends Windows Server Failover Clustering, allowing administrators to take advantage of these
advanced features to support high availability and disaster recovery configurations.

SIOS DataKeeper Cluster Edition is a separately licensed product. Once installed, a new storage
resource type called DataKeeper Volume is available in Microsoft Windows Server Failover Clustering.
This new SIOS DataKeeper Volume resource can be used in place of the traditional Physical Disk
shared storage resource to enable geographically dispersed clusters.

Important Consideration: Prior to installing SIOS DataKeeper Cluster Edition, your Microsoft Windows
Server Failover Cluster environment should be installed and created. This product requires a SIOS
DataKeeper Cluster Edition License. SIOS DataKeeper resource type registration occurs 60 seconds
after detecting a Failover Cluster configuration.
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Mirrored Data

@ SIOS
DataKeeper

Features

Some of the features include the following:
» Synchronous or Asynchronous block level volume replication.

+ Built-in WAN optimization enabling SIOS DataKeeper to fully utilize a high speed/high latency
network connection without the need for WAN accelerators.

» Efficient compression algorithms optimizing use of available bandwidth.

* Intuitive MMC 3.0 GUI.

Page 119 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.1. User Interface

SIOS DataKeeper User Interface

The SIOS DataKeeper User Interface uses a standard MMC snap-in interface.

m Datakeeper - [SI05 Dalalespes, Jobs' Bahisgrass Yolume E]
Flz  fAchon  Wew Help

e 5w @
A3 105 Datakieeper Bahiagrass Yolurme E I Lt
5 i Jobs Bahiagrass Yolume E -k
# /4, Bluegrass Yolume F _
[ €3 Buffalogass G a5 Summary of Bshisgrass Valume E - Volume E Hyper-W noda Craate Job
. Connact ta Serwar
= g Reports
[ Job Coverviss Jab name: Bahiagrase Valurme E Disconrest from Sarve...
i [ Server Overview Job description: Volume E Hypar-V node I Pase and Unbock ALM. .
Jab state: METLFIRG
o P Cortinus and Lock &l ...
Breeak Al 4
SOUrte Sarver I Target Server I'I'u#'u‘dmd Source TP ] Target 7 I g & rrers

o5 Resyra Al Mrrors

Source volame: E
oy choar Mirnors

SANTANAQATEST.COM NIGEL.JATEST.COM E 1721710330 172.17.1068.31
| | ] | + Create a Mimor
= Renama Job
K oelete 20k
View 4
H e

Target: NIGEL.QATEST.C.. =

Il Pause and Unksck Mirror

| Bresk Miror

P Continue and Lock Mirmar
Mirtor | Source Server | Target Server | 2% Resync Mrror
Mirmar type:z Asynchronous: & Swikchowver Mirmor
Digk space: 34.1B GB B Reassign b
‘Compression: Nora x Eulabe Mirmor

Maximum bandwidth: 0 kbps -
Wirror Froperbes

Edit | 48 Manage shared Yolumes

H b -

* The left pane displays the Console Tree view. This includes the Jobs and Reports. Currently,
there are two reports available — Job Overview and Server Overview. The Job Overview report
provides a summary of all the jobs on the connected servers. The Server Overview report
provides a summary of all the mirrors on the connected servers.

» The middle pane is the Summary view. This includes information about the selected item.

* The right column is the Actions view. This pane appears when activated through the View menu.
The options available from this pane are the same options available from the Action menu. This
column is divided into two sections. The Actions in the top section apply to the job and every
mirror within the job. The Actions in the bottom section apply only to the selected mirror.

» At the bottom of the main window, three tabs appear: Mirror, Source Server and Target Server.
These tabs provide information on the mirror that has been selected.
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* The icon shows the state of the mirror, which provides more information than the icons and states
provided in the Failover cluster Ul.
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8.2. Components

DataKeeper Components
SIOS DataKeeper for Windows is comprised of the following components:

+ DataKeeper Driver (ExtMirr.sys) — The DataKeeper Driver is a kernel mode driver and is
responsible for all mirroring activity between the mirror endpoints.

+ DataKeeper Service (ExtMirrSvc.exe) — The DataKeeper Service links the DataKeeper GUI and
Command Line Interface to the DataKeeper Driver. All commands to manipulate the mirror are
relayed through the DataKeeper Service to the DataKeeper Driver.

Important: Stopping the DataKeeper Service does not stop mirroring. Sending the driver a
PAUSE mirror, BREAK mirror or DELETE mirror command is the only way to interrupt mirroring.

+ DataKeeper Service Log On ID and Password Selection — The DataKeeper Service Log On ID

and Password Selection allows you to select the type of account to be used to start the service.

Domain and Server account IDs with administrator privileges allow improved disaster recovery
when network disruptions occur.

« Command Line Interface (EMCMD.exe) — There is an entire suite of EMCMD command options

that can be used to operate DataKeeper.

+ DataKeeper GUI (Datakeeper.msc) — The DataKeeper GUIl is an MMC 3.0 (Microsoft
Management Console) based user interface which allows you to control mirroring activity and

obtain mirror status.

+ Packaging files, SIOS Protection Suite scripts, help files, etc.

The following diagram displays how the DataKeeper components interface with the NTFS file system
and each other to perform data replication.
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DataKeeper Architecture

Cther

Applications

Kernel Mode
NTFS.5YS
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8.3. DataKeeper Service Log On ID and
Password Selection

During a new DataKeeper installation setup, the user will be prompted for a DataKeeper Service Log On
ID and Password.

The DataKeeper Service uses authenticated connections to perform volume switchovers and make
mirror role changes across multiple servers. The Log On ID account chosen to run the DataKeeper
Service will determine how much authority and permission is available to establish connections between
servers and perform volume switchovers, especially when server or network disruptions occur.

Several types of Service Log On ID accounts are available as follows:

+ A Domain Account with administrator privileges, valid on all connected servers in the domain
(recommended)

o¥s Ensure that the domain account being used to start the DK Service is in the SAME
domain that the systems are in. Start the DK Service on each system with an account
that is in the same domain that the systems are in. Further information can be found
here.

« A Server Account with administrator privileges, valid on all connected servers
* The Local System Account (not recommended)

Note: For Workgroups, use the Server Account option and use the server name \ administrator
on each system as the Service Account for DataKeeper. You should also log on to all servers
using this same Log On ID and Password (see related Known Issue).

Note: The domain or server account used must be added to the Local System Administrators Group.
The account must have administrator privileges on each server that DataKeeper is installed on.

Please note that the Local System account cannot be authenticated properly in a domain when network
connectivity with Active Directory is lost. In that situation, connections between servers cannot be
established with the Local System account causing DataKeeper volume switchover commands, via the
network, to be rejected. IT organizations requiring fault tolerance during a disaster recovery, including
network disruptions, should not use the Local System account.

DataKeeper Installation — Service Logon ID Type Selection:
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Service Setup

Service Logon Account Setup

The Datak.eeper Service requires a logon account with Administrator privileges. The zervice
logon account and password must be the same on all zervers where D atakeeper is running.
A Domain account iz recommendead.

(®):Domain or Server account [recommended]

() LocalSystem account

[nztallS hield

¢ Back || MHest »

If a Domain or Server account is selected above, the DataKeeper Service Log On ID and Password
Entry Form is displayed to enter that information.

DataKeeper Service Logon Account Setup

Specify the uzer account for thiz zervice. [Format: Domain“UserlD -or- ServertlzerlD]

Uzer 1D

Pazzword:

Paszwiord Confirmation:

[riztallS higld

¢ Back || MHest »

It is recommended that the LifeKeeper and DataKeeper service accounts are synchronized on each
system to ensure more reliable switchovers and failovers.
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Service Setup

Service Logon Account Setup

For optimumm nietwark, connectivity Datak.eeper and Lifek.eeper zervices thould use the zame
gervice logon accounts. Currently, the Lifek.eeper service logon account does naot match the
D atak.eeper service logon account. Make vour zelection belaw.

(®)5unchronize Lifek.eeper Account [recommended]

() Do Mot Synchronize Account

[nztallS hield

¢ Back || MHest »

LifeKeeper Service Logon:

Lifek.eeper Service Logon Account Setup

Confirm the account and enter the password. [Format; DomainyUzerl D -or- ServersUserlD)

Uzer 1D

Pazzword:
| sesssee

Paszwiard Confirmation:
| sesseee

[nztallS hield

¢ Back || MHest »

If the DataKeeper Service has previously been configured with a Service Log On ID and Password, the
setup program will omit the Service ID and Password selection dialogs. However, at any time, an
administrator can modify the DataKeeper Service Log On ID and Password using the Windows Service
Applet. Be sure to restart the DataKeeper Service after changing the Log On ID and/or Password.
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SIOS DataKeeper Properties (Local Computer) -

General | Log On | Recovery I Dependencies |

Log on as:
i) Local System accourt
Allow service to interact with desldop
® This account: MYDOMAIN'administretor | [ Browse...
Password: |............... |
Corfimm password: |unuuu-nu |
OK || Cancel || Aoply

The following table outlines these requirements:

SIOS DataKeeper Cluster Edition - 8.8.0

DataKeeper Service

Environment ,
Requirements

DataKeeper Ul Requirements

e Run the DK Service on all
Same Domain systems as the same
account with the same

or credentials

Trusted Domain » Okay to use the default =

Environment Local System Account

Log in as a domain admin and run
the DK GUI

Or use “run as” Administrator option
to run DK GUI

Mixed Environment * Create a local account on
Servers in a Mixture of each system with same
Domain and WorkGroup account name and
password

or
* Add this local account to

Servers in Separate the Administrator Group

Log in using the local account you
created to run the DK Service

Run the DK GUI

You should also log on to all
servers using this same Log On ID
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Domains

Run the DK Service on all
systems with the local
account

and Password (see related Known
Issue).

DataKeeper Cluster
Edition Environment

Create or use a domain
account for use by the
DataKeeper Service
(preferred)

or

Create a local account on
each system with same
account name and
password

Add this local account to
the Administrator Group

Run the DK Service on all
systems with this local
administrator account

Log in using the local administrator
account you created to run the DK
Service

Run the DK GUI
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Error 1265 when running DataKeeper
Takesnapshot

PROBLEM:

Taking a snapshot when running the command on the target system with DataKeeper fails with error
1265.

C:\Program Files (x86)\SIOS\DataKeeper>emcmd (target-server-name) TAKESNAPSHOT (volume-letter

of mirrored volume)

Status = 1265

emcmd (target system name) takesnapshot E

Running net helpmsg 1265 from a command line: Error 1265 means that the server cannot reach the
Domain Controller.

The location of the snapshot is on one volume (example: Volume D:). The location of the snapshot is
setup BEFORE running the takesnapshot command by setting the location in the DK GUI or by running
the emcmd setsnapshot command.

The location of the snapshot can be verified by running emcmd . getsnapshotlocation E

The location of the snapshot is on one volume (example: Volume D:).

The mirrored volume is on another volume (example: Volume E:).

DEBUG/SOLUTION:

Use the emcmd command with getserviceinfo and -proxy to debug this issue (where error 1265 is

seen when running emcmd takesnapshot).

From the source system (where the mirror that you are trying to create the snapshot on is the source of
the mirror) run the following:

emcmd (NetBlOS/Hostname of the target system where the snapshot is going to reside)

getserviceinfo -proxy .

EXAMPLE:

Target system’s NetBIOS/Hostname = node2

Source system’s NetBlIOS/Hostname = node1
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From a command prompt on node1 run the following commands:

cd %$extmirrbase%

emcmd node2 getserviceinfo -proxy .

This also fails with error code 1265 (which means that the server cannot reach the Domain Controller).

This means that name resolution is not working correctly on the target system (where you want to have
the snapshot).

To further debug this, try using the local system account to start the DataKeeper service on ALL of the
systems in the cluster.

Takesnapshot works in this situation (when the local system account is used to start the DK service).

In this case, the domain that the user accounts are in that was used to start the DataKeeper service is a
DIFFERENT domain than the domain that the servers themselves are in.

This can be seen in two different dksupport files:

* sys_name — in this file find the entry for Logon domain and make sure it is the same domain that is
used in the dk_state file for the SERVICE_START_NAME

« dk_state — in this file find the entry for SERVICE_START_NAME and make sure they are not only
the same on all 3 systems, but they are in the same domain that is shown in the LOGON DOMAIN
in the sys_name file.

EXAMPLE:

Domain the DK servers reside in = Domain1

Domain used for the DK Service account = Domain2

Customer was using a DK Service account from a domain “different “ from the servers (Domain2) to run
datakeeper services.

The error 1265 indicated unable to communicate to the domain controller, so Domain2 was not able to
resolve on the DK systems (which are in Domain1).

Summary: There are 2 solutions to this issue:

» Start the DK service on all systems in the cluster with the Local System account.

OR

» Ensure that the domain account being used to start the DK Service is in the SAME domain that the
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systems are in. Start the DK Service on each system with an account that is in the same domain
that the systems are in.
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8.4. Understanding Replication

How SIOS DataKeeper Works

At the highest level, DataKeeper provides the ability to mirror a volume on one system (source) to a
different volume on another system (target) across any network. When the mirror is created, all data on
the source volume is initially replicated to the target volume, overwriting it. When this initial
synchronization (also referred to as a full resync of the data) of the volumes is complete, the target
volume is an exact replica of the source volume in terms of size and data content. Once the mirror is
established, DataKeeper intercepts all writes to the source volume and replicates that data across the
network to the target volume.

Replication is performed at the block level in one of two ways:

» Synchronous replication

» Asvynchronous replication

In most cases, asynchronous mirroring is recommended on WANs and synchronous mirroring is
recommended on LANSs.
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8.4.1. SIOS DataKeeper Intent Log

SIOS DataKeeper uses an intent log (also referred to as a bitmap file) to track changes made to the

source, or to target volume during times that the target is unlocked. This log is a persistent record of
write requests which have not yet been committed to both servers.

The intent log gives SIOS DataKeeper the ability to survive a source or target system failure or reboot
without requiring a full mirror resync after the recovery of the system.

There is a performance overhead associated with the intent log, since each write to the volume must
also be reflected in the intent log file. To minimize this impact, it is recommended that the intent logs be
stored on a physical disk that is not involved in heavy read or write activity. See Relocation of Intent Log

for more information.

DataKeeper Bitmap File Size Calculation

* One bit per block (each block is 64KB)

* One bit represents 64KB of volume space/

Example: For a 640GB volume the bitmap is 1,310,720 bytes

640 x 1073741824 / 65536 / 8

That is 1,310,720 bytes for the bitmap.

Non-Shared Volumes

By default, this intent log feature is enabled, and the intent log files are stored in a subdirectory called
“Bitmaps” under the directory where SIOS DataKeeper was installed.

To create the intent log file in a directory other than the default location, set the BitmapBaseDir registry

entry to a directory where SIOS DataKeeper will create the file. See Relocation of Intent Log for more
information.

To disable the intent log feature, clear the BitmapBaseDir registry entry (set it to an empty string) on all

current and potential mirror endpoint servers. Disabling the intent log requires a reboot on each of
these systems in order for this setting to take effect. Keep in mind that if this feature is disabled, a
full resync will be performed in the event of a source system failure.

Shared Volumes

When replicating shared volumes, the intent log files are stored in a subdirectory called
“‘ReplicationBitmaps” on the replicated volume itself. This is necessary to allow switchover to the other
shared source servers without resulting in a full resync of the data.

SIOS does not recommend relocating intent logs from their default locations.
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Configuration Issue

When configuring a BitmapBaseDir registry entry, make sure that the folder and drive letter specified
exist. If configured with a drive letter that does not exist, DataKeeper will use a number of mechanisms
to inform the user that BitmapBaseDir is not configured correctly. These mechanisms include the
following:

+ The DataKeeper driver (ExtMirr) will log event ID 292 to the System event log every 2 minutes.
This event says:

The volume which contains DataKeeper bitmap files has not been registered yet.
DataKeeper mirrors will not function until the bitmap volume is present. BitmapBaseDir is
set to <setting string>.

» The DataKeeper GUI running on any system connected to the misconfigured system, will display
an error message as shown here:

3] DataKeeper - [SIOS DataKeeper\Jobs\e]

File Action View Help

= 2= BF

£2| 5105 DataKeeper

4 i Jobs . Summaryofe - e
&) g2 E
L& e
b & F ' The following errors have been detected
LR Reports CAE-QA-V93.QAGROUP.COM: Bitmap volume B: does not exist. The Datakeeper BitmapBaseDir

registry value is sef to use this drive.

Job name: e
Job description: &
Job state: &) Mirroring

+ The DataKeeper Notification Icon on the misconfigured node EMTray will display an error icon and

will describe the issue in its Local Configuration Errors dialog box.

Local Configuration Errors Detected X

Bitmap volumne B: does not exist. The DataKeeper BitmapBaseDir registry value is
set to use this drive,

OK |

Right-click and choose "Display local configuration errors”

b B o

Editar
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+ The DKHealthCheck utility will display the error message.

In addition to warning the user with these mechanisms, DataKeeper will create its bitmap files in the
default location (the Bitmaps folder in the DataKeeper install folder) if the volume specified by

BitmapBaseDir does not get configured within the timeout specified by the WaitForBitmapBaseDirMs
registry parameter. This value, specified in milliseconds, defaults to 180000 (i.e. 3 minutes). Mirrors will
be operational when bitmaps are stored in the DataKeeper install folder, but performance may be
impacted.
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8.4.2. Relocation of Intent Log

To relocate the Intent Log (bitmap file), please perform the following on all servers involved:

* LEAVE THE MIRROR IN THE MIRRORING STATE! Do not pause it and then move the
bitmap file.

* Note: DataKeeper only supports bitmaps on NTFS filesystems. If the bitmaps are on a
different filesystem DataKeeper will not recognize it.

* Please refer to SIOS DataKeeper Intent Log for more information, including information
about possible configuration errors when changing this value.

1. If you have more than one DataKeeper mirror, all mirrors must be moved to be the source on the
SAME system BEFORE you relocate the bitmap file.

* Note: This applies to all cluster configurations (2, 3, 4... node configurations).

2. On all systems, create the directory for the new location of the bitmap files (i.e. R:\Bitmaps).
Important: If you choose to relocate the bitmap file from the default location
($EXTMIRRBASE$\Bitmaps), you must first create the new directory before changing the location
in the registry and rebooting the system.

3. Modify the BitmapBaseDir registry value on all systems other than the mirror source system to

reflect the new location. This includes mirror targets and any systems that share the volume with
the mirror source or share with any of the targets.

Edit Registry via regedit:

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\

Parameters
Modify the “BitmapBaseDir” parameter, change to the new location (i.e. R:\Bitmaps)
4. Reboot each of the non-source systems. If this volume is part of a Windows cluster, be sure that
you do not shut down too many nodes simultaneously or you may lose the cluster quorum and

cause the cluster to shut down on the remaining nodes.

5. Switch any volumes on the source system over to another system (target or shared source).
Repeat Steps 2 and 3 on the system that was previously source.
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6. After rebooting the original source system, all volume resources can be switched back to that
system.
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8.4.3. Resynchronization

SIOS DataKeeper Resynchronization

SIOS DataKeeper performs resynchronization through the use of a bitmap file (intent log). It allocates
memory that is used to keep track of “dirty” or “clean” blocks. When a full resync begins, SIOS
DataKeeper initializes the bit for each block that is in use by the file system to 1 (“dirty”), indicating that it
needs to be sent to the target system. A full resync occurs at the initial creation of a mirror and during
the resync operation after a mirror is broken. It then starts at the beginning of the bitmap, finds the first
block whose bit is set to 1 or dirty, reads the corresponding block from the local hard disk, and sends it
to the remote system. After this has completed successfully, it sets the block to 0 (“clean”). SIOS
DataKeeper then finds the next dirty bit and repeats this process.

As new writes come in during a resync, the corresponding blocks are set to 1 or dirty.

Once resync gets to the end of the bitmap, it looks to see if there are still any dirty blocks. It does this
through a counter that is incremented when one is made dirty and decremented when cleaned. If any
blocks are dirty, it resets its pointer to the beginning of the bitmap and starts again, only sending the
dirty blocks to the remote system.

This process continues for multiple passes until all blocks are clean. When this happens, the mirror will
go from the Resynchronizing state to the Mirroring state, and at that point, every write is mirrored (the
bitmap is no longer necessary at that point).

You can follow the resynchronization process by viewing the resynchronization control counters in
Performance Monitor.

This same resynchronization mechanism is used when you CONTINUE a PAUSED mirror.

Initial Creation of a Mirror

When the mirror is created, DataKeeper must perform an initial synchronization of the data from the

source volume to the target volume. This is referred to as a full resync. However, prior to this initial full
resync of the data, DataKeeper first performs a process called “whitespace elimination” where all
blocks of currently unused space on the source volume are eliminated from the initial synchronization
and those blocks do not have to be replicated to the target volume.

Example: Whitespace Elimination

Source Volume Capacity gOB
35
Source Volume Free Space GB

Amount of data to be resynced from source volume to target volume during initial creation of | 55
the mirror. GB
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8.4.4. Synchronous and Asynchronous
Mirroring

SIOS DataKeeper employs both asynchronous and synchronous mirroring schemes. Understanding the
advantages and disadvantages between synchronous and asynchronous mirroring is essential to the
correct operation of SIOS DataKeeper.

Synchronous Mirroring

With synchronous mirroring, each write is intercepted and transmitted to the target system to be written
on the target volume at the same time that the write is committed to the underlying storage device on the
source system. Once both the local and target writes are complete, the write request is acknowledged as
complete and control is returned to the application that initiated the write. Persistent bitmap file on the
source system is updated.

The following sequence of events describes what happens when a write request is made to the source
volume of a synchronous mirror.

1. The following occur in parallel.
a. A copy of the write is put on the mirror Write Queue.
b. The write is sent to the local volume for completion.
2. The write returns a completion status to the caller after both operations above complete.
a. If any condition prevents the write from completing on the Target (network transmission error
or write error on the target system), the mirror state is changed to Paused. However, the status

of the volume write which is returned to the caller is not affected.

b. The status of the local volume write is returned to the caller.
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Synchronous Replication

Application

‘ Write Request 1 (complete)

@,r“’.lujo Copy @
3 | *~a  HighWater Lowiater
Bitmap file | 20000 , 150 S N
' Async Write Queue Tt Yok
@

Source Volume

In this diagram, Write Request 1 has already completed. Both the target and the source volumes have
been updated.

Write Request 2 has been sent from the application and the write is about to be written to the target
volume. Once written to the target volume, DataKeeper will send an acknowledgment that the write was
successful on the target volume, and in parallel, the write is committed to the source volume.

At this point, the write request is complete and control is returned to the application that initiated the
write.

While synchronous mirroring insures that there will be no data loss in the event of a source system
failure, synchronous mirroring can have a significant impact on the application’s performance, especially

in WAN or slow network configurations, because the application must wait for the write to occur on the
source and across the network on the target.

Asynchronous Mirroring
With asynchronous mirroring, each write is intercepted and a copy of the data is made. That copy is

queued to be transmitted to the target system as soon as the network will allow it. Meanwhile, the

original write request is committed to the underlying storage device and control is immediately returned
to the application that initiated the write.

To maintain data consistency across multiple volumes (such as database Log and Data files), some
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applications send Flush requests to the volume. DataKeeper honors Flush requests on a volume with a
mirror in the Mirroring state by waiting for all writes in the queue to be sent to the target system and
acknowledged. To prevent performance from being impacted in such cases, the registry entry
“DontFlushAsyncQueue” may be set, or you may consider locating all files on the same volume.

At any given time, there may be write transactions waiting in the queue to be sent to the target machine.
But it is important to understand that these writes reach the target volume in time order, so the integrity
of the data on the target volume is always a valid snapshot of the source volume at some point in time.
Should the source system fail, it is possible that the target system did not receive all of the writes that
were queued up, but the data that has made it to the target volume is valid and usable.

The following sequence of events describes what happens when a write request is made to the source
volume of an asynchronous mirror.

1. Persistent bitmap file on the source system is updated.

2. Source system adds a copy of the write to the mirror Write Queue.

3. Source system executes the write request to its source volume and returns to the caller.

4. Writes that are in the queue are sent to the target system. The target system executes the write
request on its target volume and then sends the status of the write back to the primary.

5. If the mirror's write queue reaches a configured limit (WriteQueueHighWater or
WriteQueueByteLimit reached), the mirror’s “BlockWritesOnLimitReached” setting will be used to
determine what the behavior should be. If BlockWritesOnLimitReached is “0”, the mirror is paused
and a partial resync starts a short time later. If BlockWritesOnLimitReached is “1”, the incoming
write is delayed until there is space on the write queue for it. The mirror remains in the Mirroring
state, but the application throughput slows down to match the speed of the network and the
remote node’s volume.

6. Should an error occur during network transmission or while the target system executes its target

volume write, the write process on the secondary is terminated. The state of the mirror then
changes from Mirroring to Paused.
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Asynchronous Replication: Mirroring
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In the diagram above, the two write requests have been written to the source volume and are in the

queue to be sent to the target system. However, control has already returned back to the application who
initiated the writes.

In the diagram below, the third write request has been initiated while the first two writes have

successfully been written to both the source and target volumes. While in the mirroring state, write

requests are sent to the target volume in time order. Thus, the target volume is always an exact replica
of the source volume at some point in time.
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Asynchronous Replication: Mirroring
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Mirror PAUSED

In the event of an interruption to the normal mirroring process as described above, the mirror changes
from the MIRRORING state to a PAUSED state. All changes to the source volume are tracked in the
persistent bitmap file only and nothing is sent to the target system.
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Replication: Mirror Paused
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When the interruption of either an Asynchronous or Synchronous mirror is resolved, it is necessary to
resynchronize the source and target volumes and the mirror enters into a RESYNC state.

DataKeeper reads sequentially through the persistent bitmap file to determine what blocks have changed

on the source volume while the mirror was PAUSED and then resynchronizes only those blocks to the
target volume. This procedure is known as a partial resync of the data.

The user may notice a Resync Pending state in the GUI, which is a transitory state and will change to
the Resync state.

During resynchronization, all writes are treated as Asynchronous, even if the mirror is a Synchronous

mirror. The appropriate bits in the bitmap are marked dirty and are later sent to the target during the
process of partial resync as described above.

Page 144 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

Replication: Resynchronization

Application
Write Request 3
Read Bitmap file Write Reguest 2
sequentially, send Write Request 1

comesponding p

blocks to network -~ Async Write Quausa

Target Volume

Source Volume

Page 145 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.4.5. Read and Write Operations

After the volume mirror is created and the two drives on the primary and secondary servers are

synchronized, the following events occur:

* The system locks out all user access to the target volume; reads and writes are not allowed to the
target volume. The source volume is accessible for both reads and writes.

* Both mirrored and non-mirrored volume read operations arriving at the driver on the primary server
are passed on and allowed to complete normally without intervention. Reads of a mirrored volume
on the secondary system are not allowed, i.e., the secondary has not assumed the role of a failed
primary.

* Whenever the primary server receives a write request, the system first determines whether the
request is for a mirrored volume. If not, the write is allowed to complete normally without any
further intervention. If the write request is for a mirrored volume, the request is handled depending
on the mirroring type:

» If the type is synchronous, then the write request is put on the mirror Write Queue for transmission
to the target system, and simultaneously sent to the local source volume. The write operation is
not acknowledged as complete to the process that issued the write until the source disk write
completes and notification from the target is received (success or failure). Should an error occur
during network transmission or while the target system executes its write, the write process on the
target is terminated and the state of the mirror is changed to Paused. The source volume
completes the write regardless of the target write status.

If the type is asynchronous, then the primary executes the write request to its source volume, puts a
copy of the write on the asynchronous write queue and returns to the caller. Writes that are in the queue
are sent to the target volume. The secondary system executes the write request on the target volume
and then sends the status of the write back to the primary. Should an error occur during network
transmission or while the secondary executes its mirrored volume write, the write process on the
secondary is terminated. The state of the mirror then changes from Mirroring to Paused.

To ensure uninterrupted system operation, SIOS DataKeeper momentarily pauses the mirror and
automatically continues it (i.e., performs a partial resync) in the following cases:

* When the mirror’s BlockWritesOnLimitReached settings is 0, and the mirror write queue length
reaches the WriteQueueHighWater limit, or the number of bytes in the queue reaches the
WriteQueueByteLimitMB limit, due to a large number of writes to the volume in a short period of
time (e.g., database creation). The user can monitor the mirroring behavior using the SIOS
DataKeeper Performance Monitor counters and adjust the WriteQueueHighWater and/or the
WriteQueueByteLimitMB value if necessary. See Reqistry Entries for more details.

* When transmission of a write to the target system times out or fails due to resource shortage (e.g.,
source system resource starvation due to a flood of writes/network transmissions in a short period
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of time).
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8.4.6. Volume Considerations

SIOS DataKeeper primary and secondary systems have three types of volumes: system, non-mirrored
and mirrored. During mirroring operations, system and non-mirrored volumes are not affected and the
user has full access to all applications and data on these volumes.

What Volumes Cannot be Mirrored

The SIOS DataKeeper service filters out the following types of disk partitions:

* Windows system volume

* Volume(s) that contain the Windows pagefile

* Non-NTFS formatted volumes (e.g. FAT, FAT32, Raw FS, ReFS)

» Non-fixed drive types (e.g. CD-ROMs, diskettes)

+ Target volumes that are smaller than the source volume

Volume Size Considerations

The source and target systems are not required to have drives of the same physical size. When the
mirror is established, the target volume must be the same size, or larger than the source volume.

There is no limit on the size of volumes that can participate in a SIOS DataKeeper mirror. However, you
should be aware that on initial mirror creation, all data that is in use by the file system on the source
volume must be sent to the target. For instance, on a 20 GB volume with 2 GB used and 18 GB free, 2
GB of data must be synchronized to the target. The speed of the network connection between the two
systems, along with the amount of data to be synchronized, dictates how long the initial mirror creation
will take.
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8.4.7. Specifying Network Cards for
Mirroring

SIOS DataKeeper allows the administrator to specify which IP addresses should be used as mirror end-
points. This allows the replicated data to be transmitted across a specific network which permits the user
to segment mirrored traffic away from the client network if desired.

Dedicated LAN for Replication

While it is not required, a dedicated (private) network between the two servers will provide performance
benefits and not adversely affect the client network.
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8.4.8. Performance Monitor Counters

SIOS DataKeeper provides counters that extend Performance Monitor with statistics about the status of
mirroring on volumes. The counters are installed during the full installation of SIOS DataKeeper
software.

To access the counters, do the following:

1. On a Microsoft Windows 2008 R2 system, start the Windows Performance Monitor through the
Start menu in the Reliability and Performance group.

On a Microsoft Windows 2012 system, start the Windows Performance Monitor through the
Performance Monitor option in the Administrative tools.

On all versions of Windows, you can start performance monitor through entering perfmon.msc
using the command line.

2. Select Monitoring Tools, Performance Monitor.
3. Click the + button in the chart pane to open the Add Counters dialog box.

4. Select the SIOS Data Replication object.

* The Performance Monitor Counters for DataKeeper (DK) and DataKeeper Cluster Edition
(DKCE) are only accessible for a system that is in the source role for the mirror. On a
system with a mirror in the source role, there will be one instance of the specified
counter available for each target of that mirror. SIOS DataKeeper performance counters
are not available on a system where the mirror is in the target role.

SIOS DataKeeper provides 17 counters that allow the monitoring of various operations related to the
product. These counters allow the monitoring of such things as status, queuing statistics and general
mirror status.
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Mirror State Counters

Mirror Elapsed Time

Default Value: 0
Range: 0 — MAX_ULONG

This value represents the amount of time, in seconds, that the volume has been in Mirror state. This
value will be 0 for volumes that are not currently involved in a mirror, volumes that are currently
undergoing mirror creation (and synchronization), and volumes for which a mirror has been broken or
deleted.

Mirror State

Default: 0

Range: 0 -5

This value represents the current mirroring state of a volume. The following values are defined:
0 None — The volume is not currently involved in a mirror.

1 Mirroring — The volume is currently mirroring to a target.

2 Resynchronizing — The volume is currently being synchronized with its target.

3 Broken — The mirror exists but the source and target volumes are not in sync. New writes to the
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volume are not tracked.

4 Paused — The mirror exists but the source and target volumes are not in sync. The source server
keeps track of any new writes.

5 Resync Pending — The source volume is waiting to be resynchronized.
Mirror Type

Default: 0

Range: 0-2

This value represents the type of mirroring this volume is engaged in. The following values are defined
for this release:

0 None — The volume is not currently involved in a mirror.

1 Synchronous — Data is put on the Write Queue to be sent to the target, and written to the local volume,
simultaneously. The write is not acknowledged as complete until both operations complete.

2 Asynchronous — Data is put on the Write Queue to be sent to the target, and written to the local
volume, simultaneously. The write is acknowledged when the local volume write completes.

Network Number of Reconnects
Default: 0
Range: 0 — MAX_ULONG

This value is the number of network reconnections that have been made while the volume has been
mirrored. A network reconnection occurs when communication is lost with the target.

Write Queue Counters
Queue Byte Limit
Default Value: 0

This value displays the write queue byte limit as set in the WriteQueueByteLimitMB registry value. This
value is displayed in bytes, and is therefore 1048576 times the value set in the registry.

Queue Current Age

Default Value: 0
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Range: 0 -

This value is the age (in milliseconds) of the oldest write request in the write queue.

Queue Current Bytes

Range: 0 —

This value displays the number of bytes allocated for the given mirror’'s Write Queue.

Queue Current Length

Default Value: 0

Range: 0 —

This value represents the current length, in terms of number of writes, of the write queue for the selected
mirror.

Queue High Water
Default: 20000

This counter displays the write queue high water mark as set in the mirror WriteQueueHighWater registry
value.

Resynchronization Control Counters
Resync Reads
Default: 20

This value represents the maximum number of disk blocks that can be in the process of being read and
sent to the target system during mirror resynchronization.

Resync Current Block
Default: 0
Range: 0 —

During the synchronization process, this value represents the current block that is being sent to the
target. At other times (i.e. when mirror state is not EmMirrorStateResync), this value will be 0.

During synchronization, a given block may be sent to the target multiple times if writes are ongoing to
the volume. This is based on the number of resync passes that are required.
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Resync Dirty Blocks

Default Value: 0
Range: 0 —

This value is the number of total blocks that are dirty during mirror resynchronization. “Dirty” blocks are
those that must be sent to the target machine before synchronization is complete. This value will be 0 for
all states other than EmMirrorStateResync.

When a mirror synchronization is begun, this value will be initially equal to the value of Resync Total
Blocks. Please note that during a mirror synchronization, Resync Dirty Blocks may actually increase if a
large number of incoming writes are made to the volume.

NOTE: This counter can be used to view the amount of data remaining to be resync’ed.
The amount of data remaining is “Resync Dirty Blocks” X 65536 (where 65536 is the number of bytes in
a block).

Resync Elapsed Time
Default Value: 0
Range: 0 — MAX_ULONG

While the mirror is being synchronized, this value represents the elapsed time in seconds that the
synchronization has been occurring. After a mirror is successfully resynchronized, the value represents
the total amount of time the previous synchronization operation took since the last system boot. The
value will be 0 for volumes that either never have been synchronized or volumes that were not
synchronized during the last boot.

Resync New Writes
Default: 0
Range: 0 — MAX_ULONG

This value represents the number of writes that have occurred on the volume since a synchronization
operation has begun. This value will directly affect the number of dirty blocks, the number of passes
required to synchronize the mirror and the amount of time the synchronization takes to complete.

Resync Pass

Default Value: 10
Range: 0 — MaxResyncPasses (Registry)

This value is the number of passes that have currently been made through the volume during the
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resynchronization process to update the target. The number of passes required to complete the
synchronization process will increase based on the amount of writing that is being performed during
synchronization. While writing to the source volume is allowed during synchronization, heavy writes will
cause the synchronization to take longer, thus resulting in a much longer time until it is finished.

Resync Total Blocks

Default Value: 0

Range: 0 — MAX_ULONG

This value represents the number of 64k blocks used for resynchronization of the mirrored volume. The
value is approximately equal to the file system size of the volume divided by 64K. Please note that the

file system size is less than the partition size of the volume that is shown in the Windows Disk
Management program. To see the file system size, type CHKDSK X: (where X is the drive letter).

Resync Phase
Default Value: 0
Range: 0 -3

This value has been deprecated and is no longer used.
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8.5. Configuration

Requirements/Considerations

The topics in this section identify several prerequisites to be aware of before implementing your
DataKeeper configuration.

Sector Size

Network Bandwidth

Network Adapter Settings

DataKeeper Service Log On ID and Password Selection

Firewall Configurations

High-Speed Storage Best Practices

Configuration of Data Replication From a Cluster Node to External DR Site

WAN Considerations

Initial Synchronization of Data Across the LAN/WAN

Compression

Bandwidth Throttle
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8.5.1. Sector Size

Beginning with DataKeeper Version 7.2.1, disks with sector size not equal to 512 bytes are supported.
However, DataKeeper requires that the mirror source volume be configured on disk(s) whose sector size
is the same as the disk(s) where the mirror target is configured. NTFS Metadata includes the disk sector
size. DataKeeper replicates the entire NTFS file system from source to target, so the sector sizes must
match.

* Note: For DataKeeper Version 7.2 and prior, only disk devices whose sector size is the
standard 512 bytes are supported.
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8.5.2. Network Bandwidth

Because DataKeeper can replicate data across any available network, special consideration must be

given to the question, “Is there sufficient bandwidth to successfully replicate the volume and keep the
mirror in the mirroring state as the source volume is updated throughout the day?”

Keeping the mirror in the mirroring state is critical, because a switchover of the volume is not allowed
unless the mirror is in the mirroring state.

Determine Network Bandwidth Requirements

Prior to installing SIOS DataKeeper, you should determine the network bandwidth requirements for
replicating your data. Use the method below to measure the rate of change for the data that you plan to
replicate. This value indicates the amount of network bandwidth that will be required to replicate that
data.

After determining the network bandwidth requirements, ensure that your network is configured to perform
optimally. If your network bandwidth requirements are above your current available network capacity,
you must consider one or more of the following options:

* Enable compression in DataKeeper, or in the network hardware, if possible

+ Create a local, non-replicated storage repository for temporary data and swap files if you are
replicating Hyper-V virtual machines

* Reduce the amount of data being replicated
* Increase your network capacity
If the network capacity is not sufficient to keep up with the rate of change that occurs on your disks,

DataKeeper mirrors will remain in a resynchronizing state for considerable periods of time. During
resynchronization, data on the target volume is not guaranteed to be consistent.

Measuring Rate of Change

Use Performance Monitor (perfmon) to measure the rate of change that occurs on your volumes that are

to be replicated. The best way to do this is to create a log of disk write activity for some period of time
(one day, for instance) to determine what the peak disk write periods are.

To track disk write activity,

* use perfmon to create a user-defined data collector set on Windows 2008 or Windows 2012.

+ add the counter “Disk Write Bytes/sec” for each volume — the volume counters can be found in the
logical disks group.
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+ start the log and let it run for the predetermined amount of time, then stop and open the log.

An alternative to creating a log of disk writes is to use perfmon to track disk write bytes/sec interactively,
in the Performance Monitor tool, and to observe the maximum and average values there.

SIOS DataKeeper handles short bursts of write activity by adding that data to its async queue. However,
make sure that over any extended period of time, the disk write activity for all replicated volumes
combined remains, on average, below the amount of change that DataKeeper and your network can
transmit.

* A data change of 100GB requires approximately 154 hours to replicate on a T1 network
(1.5 Mbps), 23 hours to replicate on a 10Mbps network, 5 hours on a T3 network (45
Mbps), 2 hours on a 100Mbps network and 14 minutes on a Gigabit network.

Tabled below are the approximate replication times in accordance to Network Bandwidth and its Rate
of Change with a data change of 100GB:

Network Bandwidth

Rate of Change (Approximately)

Replication Time (Approximately)

1.5 Mbps (T1) 180,000 Bytes/sec 154 hours
10 Mbps 1,200,000 Bytes/sec 23 hours
45 Mbps (T3) 5,400,000 Bytes/sec 5 hours
100 Mbps 12,000,000 Bytes/sec 2 hours
1000 Mbps (Gigabit) | 120,000,000 Bytes/sec 14 minutes

o =

If DataKeeper is unable to reach the replication output(s) as listed in the table above, the
most likely reason would be an issue with latency in network or disk access. For
information on best practices for optimal performance click the following topics on High-
Speed Storage Best Practices or Best Practices.
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8.5.3. Network Adapter Settings

DataKeeper requires that “File and Printer Sharing for Microsoft Networks” be enabled on the

network interfaces to make a NAMED PIPE connection and be able to run DataKeeper’'s command line
tool (EMCMD).

To test if you can make a Named Pipe connection, try to map a network drive on the TARGET system. If
that fails, you have a Named Pipe issue.

DataKeeper also requires that NetBIOS over TCP/IP and SMB protocols be enabled. If the GUI does not
operate correctly, make sure the following network configurations are enabled:

* Enable NetBIOS over TCP/IP and SMB protocols as in the following example:

My Computer->Manage->System Tools->Device Manager->View->Show Hidden

Devices->Non-Plug and Play Drivers->NetBIOS over Tcpip (Enable)

» Enable NetBIOS over TCP/IP on each network adapter carrying mirror traffic as in the following
example:

Start->Settings->Network and Dial-up Connections->->Properties-
>Internet Protocol (TCP/IP)->Properties->Advanced..button->WINS tab-
>Enable NetBIOS over TCP/IP radio button (Checked)

+ Enable the Microsoft “Client for Microsoft Networks” component on each system where the
DataKeeper Administrator GUI will be used. This must be on the same adapter with NetBIOS over
TCP/IP enabled (above). For example:

Start->Settings->Network and Dial-up Connections->->Properties-

>Client for Microsoft Networks (checked)

» Enable the Microsoft “File and Printer Sharing for Microsoft Networks” component on each
system which the DataKeeper Administrator GUI will connect to locally and remotely. This must be
on the same adapter with NetBIOS over TCP/IP enabled (above). For example:

Start->Settings->Network and Dial-up Connections->->Properties->File

and Printer Sharing for Microsoft
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8.5.4. DataKeeper Service Log On ID and
Password Selection

During a new DataKeeper installation setup, the user will be prompted for a DataKeeper Service Log On
ID and Password.

The DataKeeper Service uses authenticated connections to perform volume switchovers and make
mirror role changes across multiple servers. The Log On ID account chosen to run the DataKeeper
Service will determine how much authority and permission is available to establish connections between
servers and perform volume switchovers, especially when server or network disruptions occur.

Several types of Service Log On ID accounts are available as follows:

+ A Domain Account with administrator privileges, valid on all connected servers in the domain
(recommended)

+ A Server Account with administrator privileges, valid on all connected servers

* The Local System Account (not recommended)
Note: For Workgroups, use the Server Account option and use the server name \ administrator
on each system as the Service Account for DataKeeper. You should also log on to all servers

using this same Log On ID and Password (see related Known Issue).

Note: The domain or server account used must be added to the Local System Administrators Group.
The account must have administrator privileges on each server that DataKeeper is installed on.

Please note that the Local System account cannot be authenticated properly in a domain when network
connectivity with Active Directory is lost. In that situation, connections between servers cannot be
established with the Local System account causing DataKeeper volume switchover commands, via the
network, to be rejected. IT organizations requiring fault tolerance during a disaster recovery, including
network disruptions, should not use the Local System account.

DataKeeper Installation — Service Logon ID Type Selection:
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Service Setup

Service Logon Account Setup

The Datak.eeper Service requires a logon account with Administrator privileges. The zervice
logon account and password must be the same on all zervers where D atakeeper is running.
A Domain account iz recommendead.

(®):Domain or Server account [recommended]

() LocalSystem account

[nztallS hield

¢ Back || MHest »

If a Domain or Server account is selected above, the DataKeeper Service Log On ID and Password
Entry Form is displayed to enter that information.

DataKeeper Service Logon Account Setup

Specify the uzer account for thiz zervice. [Format: Domain“UserlD -or- ServertlzerlD]

Uzer 1D

Pazzword:

Paszwiord Confirmation:

[riztallS higld

¢ Back || MHest »

It is recommended that the LifeKeeper and DataKeeper service accounts are synchronized on each
system to ensure more reliable switchovers and failovers.
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Service Setup

Service Logon Account Setup

For optimumm nietwark, connectivity Datak.eeper and Lifek.eeper zervices thould use the zame
gervice logon accounts. Currently, the Lifek.eeper service logon account does naot match the
D atak.eeper service logon account. Make vour zelection belaw.

(®)5unchronize Lifek.eeper Account [recommended]

() Do Mot Synchronize Account

[nztallS hield

¢ Back || MHest »

LifeKeeper Service Logon:

Lifek.eeper Service Logon Account Setup

Confirm the account and enter the password. [Format; DomainyUzerl D -or- ServersUserlD)

Uzer 1D

Pazzword:
| sesssee

Paszwiard Confirmation:
| sesseee

[nztallS hield

¢ Back || MHest »

If the DataKeeper Service has previously been configured with a Service Log On ID and Password, the
setup program will omit the Service ID and Password selection dialogs. However, at any time, an
administrator can modify the DataKeeper Service Log On ID and Password using the Windows Service
Applet. Be sure to restart the DataKeeper Service after changing the Log On ID and/or Password.
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SIOS DataKeeper Properties (Local Computer) -

General | Log On | Recovery I Dependencies |

Log on as:
i) Local System accourt
Allow service to interact with desldop
® This account: MYDOMAIN'administretor | [ Browse...
Password: |............... |
Corfimm password: |unuuu-nu |
OK || Cancel || Aoply

SIOS DataKeeper Cluster Edition - 8.8.0

The following table outlines these requirements:

DataKeeper Service

Environment \
Requirements

DataKeeper Ul Requirements

* Run the DK Service on all

Same Domain systems as the same

account with the same

or ,
credentials

Trusted Domain
Environment + Okay to use the default =

Local System Account

* Log in as a domain admin and run
the DK GUI

e Or use “run as” Administrator
option to run DK GUI

» Create a local account on
each system with same

Mixed Environment account name and

Servers in a Mixture of
Domain and WorkGroup

password

o e Add this local account to

the Administrator Group

Servers in Separate
Pomains * Run the DK Service on all
systems with the local

account

* Log in using the local account you
created to run the DK Service

* Run the DK GUI

You should also log on to all servers
using this same Log On ID and
Password (see related Known Issue).
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account for use by the
DataKeeper Service

(preferred)
or
* Log in using the local administrator
* Create a local account on account you created to run the DK
DataKeeper Cluster each system with same Service

Edition Environment
account name and

password + Run the DK GUI

* Add this local account to
the Administrator Group

* Run the DK Service on all
systems with this local
administrator account




SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.5.5. Firewall Configurations

SIOS DataKeeper cannot function properly if the firewall settings for the source and target machines are
not configured correctly. This means you will need to configure a rule for inbound and outbound
connections on each server running SIOS DataKeeper as well as any network firewalls that replication
traffic must traverse.

During installation of SIOS DataKeeper, you will be prompted to allow the installer to configure your
firewall rules needed by DataKeeper on Windows 2008 and Windows 2012. If you choose to allow the
installer to make these changes, you will not need to configure your firewall manually. If you choose not
to allow the installer to make these changes, you will need to configure your system manually as
described in this section.

The ports that are required to be open for replication are as follows: 137, 138, 139, 445, 9999, plus ports
in the 10000 to 10025 range, depending upon which volume letters you plan on replicating. The chart
below shows the additional ports which must be open depending upon which drive letters you plan on
replicating.

! For AWS: Ensure a Security Group has been created to reflect port 137, 138, 139, 445,
9999 and the drive letter(s) required for replication or “Allow All Traffic” to ensure
DataKeeper is functioning properly.

Port # | Volume Letter | Port # | Volume Letter
10000 | A 10013 [N
10001 | B 10014 | O
10002 | C 10015 (P
10003 | D 10016 | Q
10004 | E 10017 |R
10005 | F 10018 | S
10006 | G 10019 | T
10007 | H 10020 (U
10008 | | 10021 |V
10009 | J 10022 |W
10010 | K 10023 | X
10011 [ L 10024 | Y
10012 | M 10025 | Z
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Configuring Microsoft’s Windows Firewall with Advanced

Security — Example

The exact steps required to configure the firewall for each cluster is as varied as each possible cluster
configuration, but the following procedure and screen shots will give you one example to follow when
using SIOS DataKeeper to replicate the E: and F: volumes. Note the Port # and Volume Letter table

listings in the previous section.

1. Open Microsoft’s Defender Firewall with advanced security and select Inbound Rules to create

a rule for the TCP protocol as well as the UDP protocol.

2. Select New Rule from the Actions panel in the right column of the window. Select Port as the

type of rule to be created. Select Next.

3 [ Action |
o . & SranchCacha Conbant Bstrieal (HTTP-in] ol ™ E ™ N
il onfepraton i pranchiCsche Mosted Cache Sener (MTTR-Id BranchiCsche - Hosted Cache ., 0l L] Ahow Mo
| B ak Schvackuer G EranchC e Pese Descivssy [WSD-IN) Branchiiedte - Pesr Dectsry. .. & b B Ma T Fiter by Profie g
= iwﬁm.‘ | 0o sbwerk: Ao (BC0M-In) L4 Nabwork: Accaia al [ How  Ma T Flterby Shate "
I Inbound Fujes: G004 Remobs Adrenistration [DCOM-In) COFH Remobs Adminktration il o Blow Ma T — :
Y Cusbonard Pubes 180 Core Webworking - Destination Uneeachabée {, u Yes How M bt g
Bl Conecton Sec. [EETINET L L View J
B Hondioring
Fl Servipss Rule Type Refrash
) WHI Conitrol gt the tpm of frewal rae 1o caale w [xport List.
o B Local Ukisri aned Groe
] Lisers P H ek
s e
8 rrage 4 Flus Tree What bpe ol rde moukd pou B o ossts?
@ Protpool sed Py
& Bction © Program
Pl Rube that ool Corvections (o & pogsain.
@ HNama " Pt
Auls that coriole comresctiors (o0 a8 TCF o LOP ot
" Predilingd:
Il:'b-’\-cl-.b'.hr Caordanl Reteeval [ ses HTTF _-J
Flus thae cordmly convechions or s 'w'mcess sxpeisnces
" Cubom
Lt e
L rote aberad vl b
[[Thes ] Eecel |
] I |

3. Select TCP for the type of protocol impacted by this rule. Select the Specific local ports button
and enter the following ports: 139, 445, 9999, 10004 (for the E drive) and 10005 (for the F drive).

Select Next.
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* New Inbound Rule Wizard E3
Frotocol and Ports

Specify the protocolz and parts to which this iule applies.

Steps:

& Ruls Typs Does this rue apply to TCP o LIDP?

« Protocol and Ports i~ TCP

@ Achon " UDP

@ Prolile

® Name Dioes this e apply to all local ports or specific local parts?
Al local ports [
& Specific local ports: 139, 445, 9339, 10004, 1000

Example: 50, 443, 5000-5010

4. For the action, select Allow the Connection. Select Next.

5. For the profile, select Domain, Private and Public for the conditions when this rule applies. Select

Next.
®
:Flu Actioh  ¥iem  Help |
[ | 2T [
Bush 4l = =
T Server Har
E g Roks  Profie |iendl e -
:_%L"w"“" e thes paniiless Frd wabich B il sl Baciiiasie
Coi
L stem e by Profle ’
= Y Rk Type hen does this nue. appy? o by State ’
B @ Paotocol and Poits Wi by Grong "
B o fcton F Domain ey ¥
_'.7 & Puolls Appbey whan a sompube ir cormecied bo by porporsls domeain, bofrach
L S
il W @ M ¥ Private oot Lk,
W e Lo Spphes when a zompobe i3 conrecied bo 8 privabe nebwirk location.
# BF Rorag 4
. R Public
Spples when a sompubs s conreched bo a pulbbc reteork location
Leam meoe shoed croffey
cBack [ Weer | cenel |
& P aover Ousters - Remobe Event Log Manag.,,  Palover Clsters furep Yoz
{ime s - Renobe Regisyy (MP-1n) Fabover Clsbers L ki -
@qu_wu-we Servics Managem,., Falover Chsbars fry e _|:1
Ll — L | — - ] - .
Dostart| | @ b M| [0 St Bt Tk ||, Server Manager [& &

6. Enter a Name and Description for the new Inbound Rule and select Finish.
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* New Inbound Rule Wizard E3 |

Name

Specify the name and dezcrpbon of this e

Steps:

@ FRula Type

y Protocal and Pots
& Action

y Frofile Name: E
IDaraKeepEfTEF'

+ Mame

Dezcriphion [ophionall:
Datakeeper TCP Inbound Ruld

¢ Back | Fish | Cancel ]

7. Select New Rule again to create the rule for UDP protocol. Select Port as the type of rule to be
created. Select Next.

8. Select UDP for the type of protocol impacted by this rule. Select the Specific local ports button
and enter the following ports in the Specific local ports field: 137, 138. Select Next.

9. For the action, select Allow the Connection. Select Next.

10. For the profile, select Domain, Private and Public for the conditions when this rule applies. Select

Next.

11. Enter a Name and Description for the new Inbound Rule and select Finish.

12. Your new DataKeeper rules will appear in the Inbound Rules list and the Action panel column.
You can select the DataKeeper rule in the center panel and click the right mouse button to view
the rule Properties.
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L. Server Manager (O] =]
| File Action  View Help |
&= 2= ] |

S s e a7 e

F i:' Roles Inbound Rules -

¥ g1 Features

[+ ,L Diagnastics . e B NewRule...

- if; o n?:;ast:lﬂg (@ BranchCache Conte  DiSbleRUle | pranchCache - Contert Retrie... Al Ho Alow Mo W Fiter by Profile 4

=] g windaws Frewall with adve | O BranchCache Hoste - oy P-In)  BranchCache - Hosted Cache ... Al Mo Alloss o T Fiter by State »
3 Inbound Rules b BranchiCache Peer [ Copy BranchiCache - Peer Discovery,.. &l Mo Allow Mo T Fiter by Group N
&Y Outbound Rules S COME Network ACC e COMH+ Network Access Al Mo Allow o
B Connection Security Ru | €0 COM4 Remate Adm ﬁ’ COM4+ Remote Administration all Mo Allow Mo View »
3 ., Monitoring (@ core Networking - [ Properties be (.., Core Networking all Yes Allow Mo Q Refresh
G Services @Core Metworking - [ Help ble ... Core Networking all fes Allow Mo = res
& WM Control 9 core Networking - Cryrrommerrerseeormgdrati.., - Core Networking all es Allow Mo 5 Export List..,
=F chal Users and Groups @Cure Metworking - Dynamic Host Configurati...  Core Networking all Yes Allow Mo el
:.' Users @Cure Metworking - Internet Group Managem... Core Networking Al es Allows No iy
- | Groups @Cure Networking - IPHTTPS (TCP-In) Core Netwarking Al es Allow No Il DataKeeper TCP -
B & Storage (@ core Networking - TPvé (IPvé-In) Core Netwarking Al Yes Allow [
@Cﬁre Metworking - Multicast Listener Done (1., Core Netwarking All Yes Allow MNa
@Jcnrs Metworking - Multicast Listener Query (... Core Netwarking All Yes Allow Mo
@JCors Metworking - Multicast Listener Report ... Core Netwarking All Yes Allow Mo
'ﬁ'Core Metworking - Mulkicast Listener Report ... Core Netwarking All Yes Allow Mo
@Core Metworking - Neighbor Discovery Adve...  Core Netwarking all Yes Allow o
@Core Metworking - Meighbor Discovery Solicit..,  Core Netwarking all ‘Yes Allow o
@Core Metworking - Packet Too Big (ICMPvE-In)  Core Networking all Yes Allow o
@Core Metworking - Parameter Problem (ICMP...  Core Networking all Yes Allow Mo
@Core Metworking - Router Advertisement (IC... Core Networking all fes Allow o
@ core Metworking - Router Solicitation (ICMP...  Core Networking all fes Allow o
@ core Metworking - Teredo (UDP-In) Core Netwarking all Yes Allow Mo
€ Core Metworking - Time Excesded (ICMPv6-In)  Core Nebwarking Al Yes Allow o
0 DFS Management (DCOM-In) DFS Management all Yes Allow Mo
0 DFS Management (SME-In) DFS Management all Yes Allow o
@DFS Management (TCP-In) DFS Management all Yes Allow o
8 0FS Management (WMI-In) DFS Management all Yes Allow Mo
(0 Distributed Transaction Coordinator (RPC) Distributed Transaction Coordi... Al Mo Allow No
0 Distributed Transaction Coordinator (RPC-EP.., Distributed Transaction Coordi,,. Al Mo Allow No
(0 Distributed Transaction Coordinator (TCP-In)  Distributed Transaction Coordi...  All Mo Allow Mo
@Failuvar Cluster Manager (ICMP4-ER-In) Faiover Cluster Manager all Yes Allow Mo
@Fail:wer Cluster Manager (ICMPS-ER-In) Faiover Cluster Manager &l Yes Allow MNa
@Failmsr Clusters - Named Pipes (NP-In) Faidover Clusters All Yes Allow MNa
@Fallmer Clusters - Remote Event Log Manag.., Falover Clusters All Yes Allow Na
@Fallwer Clusters - Remote Registry (RPC) Fadover Clusters All Yes Allow Mo &=

o . B —— S ; y o _’IJ

Disable Rude [ [
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8.5.6. High-Speed Storage Best Practices

Configure Bitmaps

If the DataKeeper default bitmap location (%ExtMirrBase%\Bitmaps) is notlocated on high-speed
storage, you should move the bitmaps to a high-speed storage device in order to eliminate I/O
bottlenecks with bitmap access. To do this, allocate a small disk partition, located on the high-speed
storage drive, on which to place the bitmap files. Create the folder in which the bitmaps will be placed,
and then Relocate the bitmaps (intent logs) to this location.

Disk Partition Size

The disk partition size must be big enough to contain all bitmap files for every mirror that will exist on
your system. Each bit in the DataKeeper bitmap represents 64 KB of space on the volume, so to
determine the bitmap size for a bitmap file, use the following formula:

<volume size in bytes> / 65536 / 8

Example:

For a 765 GB volume, convert the 765 GB to bytes
765 * 1,073,741,824 = 821,412,495,360 bytes

Divide the result by 64K (65,536 bytes) to get the number of blocks/bits
821,412,495,360 / 65,536 = 12,533,760 blocks/bits

Divide the resulting number of blocks/bits by 8 to get the bitmap file size in bytes
12,533,760 / 8 = 1,566,720

So a mirror of a 765 GB volume would require 1,566,720 bytes for its bitmap file, or
approximately 1.5 MB.

A simple rule of thumb to use is that each GB of disk space requires 2 KB of bitmap file space.

Remember to reserve room for all mirror targets (if you have multiple target systems, each one needs a
bitmap file). Also remember to reserve room for all mirrored volumes.

Handling Unmanaged Shutdown Issues

Unmanaged shutdowns due to power loss or other circumstances force a consistency check during the
reboot. This may take several minutes or more to complete and can cause the drive not to reattach and
can cause a dangling mirror. Use the ioAdministrator console to re-attach the drives or reboot the
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system again and make sure the check runs. For further information, refer to the ioXtreme User Guide
for Windows.

Other Recommendations/Suggestions

+ Check the Network Interface configuration settings. Increasing the Receive and Transmit buffers
on the interfaces often improves replication performance. Other settings that may also affect your
performance include: Flow Control, Jumbo Frames and TCP Offload. In certain cases, disabling
Flow Control and TCP Offload can result in better replication performance. Enabling larger
ethernet frames can also improve throughput.

» Check the location of the NICs on the bus (the slot that they’re physically plugged into) as this can
also affect the speed.

* Use lometer, an I/O subsystem measurement and characterization tool available free on the
internet, to test network throughput. lometer can be set up in a client/server configuration and can
test network throughput directly. Another alternative is to set up a file share using the replication
IP address, and then copy large amounts of data over that share while monitoring the network
throughput using Perfmon (Network Interface / Bytes Sent Per Second) or the Task Manager
“Networking” tab.

+ Make sure you have the latest drivers and firmware for the network adapters.
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8.5.7. Configuration of Data Replication
From a Cluster Node to External DR Site

88.17.100.x

Primary Site Remote Site

172.17.100.1 7217.100.2

Target [ \WAN

Server

-
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8.5.8. Performance Tuning

Please refer to the following topics for ways to improve SIOS DataKeeper performance.

SIOS DataKeeper Intent Log — SIOS DataKeeper uses an intent log (also referred to as a bitmap file) to

track changes made to the source, or to the target volume when the target is unlocked. This log is a
persistent record of write requests which have not yet been committed to both servers. The intent log
gives SIOS DataKeeper the ability to survive a source or target system failure or reboot without requiring
a full mirror resync after the recovery of the system. There is a performance overhead associated with
the intent log, since each write to the volume must also be reflected in the intent log file. To minimize this
impact, it is recommended that the intent logs be stored on a physical disk that is not involved in heavy
read or write activity. See Relocation of Intent Log for more information.

High-Speed Storage Best Practices — If the DataKeeper default bitmap location

($ExtMirrBase%\Bitmaps) is notlocated on high-speed storage, you should move the bitmaps to a
high-speed storage device in order to eliminate 1/0 bottlenecks with bitmap access. To do this, allocate a
small disk partition, located on a high-speed storage drive, on which to place the bitmap files. Create the
folder in which the bitmaps will be placed, and then Relocate the bitmaps (intent logs) to this location.

* Note: Ephemeral storage is recommended when the system is in Azure or AWS.
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8.5.9. Disable “Automatically manage
paging file size for all drives”

By default, Windows configures virtual memory so that page files are automatically created on volumes
as the Operating System determines is best. This Virtual Memory setting is called “Automatically
manage paging file size for all drives”.

When this setting is enabled, page files sometimes are created by the Operating System on volumes
that are part of DataKeeper mirrors. When this occurs, DataKeeper is not able to perform operations on
the volume that are necessary for full protection. This setting needs to be disabled on all systems that
have DataKeeper mirrors.

How to disable “Automatically manage paging file size for all drives”

This setting can be found in Control Panel “System” dialog.

First, click the Advanced system settings option:

B2 system — O X

&« « 4 E 5 Control Panel » All Control Panel ltems > System v O Search Control Panel o

Control Panel Home . . .
View basic information about your computer

¥ Device Manager Windows edition
& Remote settings Windows Server 2016 Datacenter
w Advanced system settings I © 2016 Microsoft Corporation. All rights reserved. ==_ Windows Server 2016
System

From the System Properties dialog, choose the Advanced tab and click the Settings button in the
Performance section.
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System Properties *

Computer Name Hardwante

You must be logged on as an Administrator to make most of these changes.

Performance

Visual effects, processor scheduling, memarny usage, and virtual memony

IUser Profiles
Desktop settings related to your sign-in

Settings...

Startup and Recoveny
System startup, system failure, and debugging information

Settings...

Environmert Varahles. ..

QK Cancel Apphy

Choose the Advanced tab in the Performance Options dialog, and click the Change... button in the
Virtual Memory section.

Ay

Performance Options

Visual Effect] 5ta Execution Prevention

Processor scheduling

Choose how to allocate processor resources,

Adjust for best performance of:

() Programs (®) Background services

Virtual memory

A paging file is an area on the hard disk that Windows uses as if it
were RAM,

Total paging file size for all drives: 704 ME

In the Virtual Memory dialog, uncheck the “Automatically manage paging file size for all drives”. Then

configure pagefiles so that any DataKeeper-protected volumes have no page file configured.
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Yirtual Mermory

matically manage paging file size for all drives

Haging file size for each drive

System managed
Mone
[ValF] Mone

[Mew Volume] Mone

Selected drive: C:
Space available: 16674 MB
() Custom size:

[rmitial size (MAED:
kdaxirmum size (RABY:

(®) Systern managed size
() No paging file Set

Total paging file size for all drives
Minimum allowed: 16 MB
Recommended: 1407 ME
Currently allocated: 704 ME

QK Cancel
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* Note: Adjusting Windows Virtual Memory configuration can affect system performance.
Be sure to consult Microsoft documentation on recommendations regarding these

modifications.
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8.5.10. WAN Considerations

Replicating data across the network to a remote server located miles away from the source server is the

most common use of DataKeeper. Typically, this configuration relies on a WAN of some sort to provide
the underlying network that DataKeeper uses to replicate the data. If the bandwidth of the WAN is
limited, there are a number of additional factors to consider including:

Initial Synchronization of Data Across the LAN/WAN

Compression

Bandwidth Throttle
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8.5.10.1. Initial Synchronization of Data
Across the LAN or WAN

When replicating large amounts of data over a WAN link, it is desirable to avoid full resynchronizations

which can consume large amounts of network bandwidth and time. DataKeeper avoids almost all full

resyncs by using its bitmap technology. However, the initial synchronization of the data, which occurs
when the mirror is first created, cannot be avoided.

In WAN configurations, one way to avoid the initial full synchronization of data across the WAN is to
configure both systems on a LAN, create the mirror and allow the initial full synchronization to occur
across the LAN. Once the initial synchronization is complete, update the IP addresses for the source and
target, which will place the mirror in the Paused state. Move the target system to its new location. Once
the target system is in place, power it on and verify all network settings, including the IP address that
was updated. On the source system, run the CHANGEMIRRORENDPOINTS command. The mirror will
be CONTINUED and only a partial resync (the changes that have occurred on the source volume since
the mirror was PAUSED) of the data is necessary to bring the TARGET volume in sync with the
SOURCE.

* Note: This command supports changing the endpoints of a mirrored volume that is
configured on 3 nodes or fewer. For configurations greater than three nodes, create
mirrors with the final endpoint at the local site and use route adds to get the mirrors
created and resynced before moving the server to the final location/address/DR site.

Example:

In the example below, a mirror is created locally in the primary site, and then the target will be moved to
remote site. The source server is assigned the IP address 172.17.100.1, and the target server is
assigned the IP address 172.17.100.2. The WAN network IP is 88.17.100.x,

* Using the DataKeeper Ul, create a mirror on Volume X from 172.17.100.1 to 172.17.100.2. Note:
Connecting to the target by name is recommended so DNS name resolution later will automatically
resolve to the new IP address.
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88.17.100.x
Primary Site Remote Site

172.17.100.1

5
Source =
Server

#
Initial Sync
Once the initial sync of the data is complete,

» Update the IP address for the network adapter for the source to 88.17.100.1 and update the IP
address for the network adapter on the target to 88.17.200.2. This will place the mirror on the
source side into the PAUSED state.

« Ship the target machine to its new location.

« Power on the target machine and verify all network settings, including the IP address updated
above.

* On the source system, open a DOS command window and change directory to the DataKeeper
directory by executing the following command:

cd EXTMIRRBASE

* Run the following command to update the existing mirror endpoints to the new IP addresses:

EMCMD 172.17.100.1 CHANGEMIRRORENDPOINTS X 172.17.100.2 88.17.100.1
88.17.200.2

+ DataKeeper will resync the changes that have occurred on the source server while the target
server was unreachable.

» When this partial resync is complete, the mirror will change to the MIRRORING state.
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Primary Site Remote Site

88.17.100.1 88.17.200.2

| Ta rget
Server

Source b,;:
Server

—-
CONTINUE mirror

Verifying Data on the Target Volume

By design, DataKeeper locks the target volume. This prevents the file system from writing to the target
volume while the replication is occurring. However, DataKeeper does provide a mechanism to unlock the
target volume and allow read/write access to it while the mirror is still in place. There are two methods to
do this:

1. Pause the mirror and unlock the target volume via the Pause and Unlock mirror option in the

DataKeeper Ul.

2. Use the DataKeeper command line interface (EMCMD) to pause the mirror (PAUSEMIRROR) and
unlock the target volume (UNLOCKVOLUME).

Once unlocked, the target volume is completely accessible. When finished inspecting the target volume,
be sure to continue the mirror to re-lock the target volume and allow DataKeeper to resync any changes
that occurred on the source volume while the mirror was paused. Any writes made to the target volume
while it was unlocked will be lost when the mirror is continued.

! If a reboot is performed on the target system while the target volume is unlocked, a full
resync will occur when the target system comes back up.
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8.5.10.2. Compression

DataKeeper allows the user to choose the compression level associated with each mirror. Enabling
compression can result in improved replication performance, especially across slower networks. A
compression level setting of 3-5 represents a good balance between CPU usage and network efficiency
based on the system, network and workload.

o¥s Note: The compression level of a mirror can be changed after the mirror is created. See
Changing the Compression Level of an Existing Mirror.
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8.5.10.3. Bandwidth Throttle

In bandwidth constrained networks, DataKeeper attempts to utilize all of the available network

bandwidth. If DataKeeper is sharing the available bandwidth with other applications, you may wish to
limit the amount of bandwidth DataKeeper is allowed to use. DataKeeper includes a feature called
Bandwidth Throttle that will do this. The feature is set and edited via the DataKeeper GUI.

* Note: For additional information on both Compression and Bandwidth Throttle, see
the topics below.

e Regqistry Entries

* Changing the Compression Level of an Existing Mirror
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8.6. Administration

The topics in this section provide detailed instructions for performing DataKeeper administration tasks.

DataKeeper Event Log Notification

Primary Server Shutdown

Secondary Server Failures

Extensive Write Considerations

CHKDSK Considerations

DKHEALTHCHECK

DKSUPPORT

Event Log Considerations

Using Disk Management

Reqistry Entries

Using EMCMD with SIOS DataKeeper

Using DKPwrShell with SIOS DataKeeper
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8.6.1. DataKeeper Event Log Notification

The Event Log notification is a mechanism by which one or more users may receive email notices

when certain events occur. The Windows Event Log can be set up to provide notifications of certain

DataKeeper events that get logged.

«¥s Note: This option is only available for Windows Server 2008 R2.

To set up the Windows Event Log email task for DataKeeper events, perform the following steps:

1. Open Event Viewer, go to the System or Application log and highlight the event in which you want

to be notified.

2. Right-click the event and select Attach Task To This Event...

Fl Event Viewer

[ Fle  Action view Heb

w7 @]

[&] Evertt viewer (Local)
¥ g Custom Views
= e Windows Logs
] Apphcation
| Security
| sebp
] system
| Ferwarded Evenits
= Apphcations and Services Logs
~ ¥ Subscriptions

e Date and Time
£, Waming 11/29/20 12 11:00:53 AM
i Information 11/23/2012 11:00:52 AM
B Warming 112923013 11:00:51 AM
LB Warning 11/29/2012 11:00:43 AM
11/23/2012 11:00:43 AM
A1 Waming 1125912012 11:00:42 AM
L'i[ﬁh'mam 112972012 10:50:55 AM
i Hinformaton LLE8/ 2012 10035:0] AM
B anl AT S A0 e A ki
Everit 219, Exthdier
General | Details |

|.Qﬁ.ﬂ resyne of valume E to target TP 10.200.8,30 s needed.

3. Follow the Task Wizard directions, choosing the Send an e-mail option when prompted and filling

in the appropriate information.
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3| Action
|

Create a Basic Task
When an Event ks Logged

Finish ™ Start & program
i« Send an e-mazl

" Display a message

What action do you want the task to perform?

eons | [t ] com
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4. When you click Finish at the end of the Task Wizard, the new task will be created and added to

your Windows schedule.

«¥s Note: These email tasks will need to be set up on each node that will generate email

notification.
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8.6.2. Primary Server Shutdown

On a graceful shutdown of the source server, all pending writes to the target are completed. This
ensures that all data is present on the target system.

On an unexpected source server failure, the Intent Log feature eliminates the need to do a full resync
after the recovery of the source server. If the Intent Log feature is disabled or if SIOS DataKeeper
detected a problem accessing the volume’s Intent Log file, then a full resync will occur after the source
server is restored to service.
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8.6.3. Secondary Server Failures

In the event there is a failure affecting the secondary (target) system, the affected mirror is marked
Paused. It is necessary to correct the condition that caused the secondary to fail and then resync the
volumes. There are no write attempts made to the target after the secondary server fails.

When the secondary server comes back online after a failure, the source side of the mirror will
automatically reconnect to the target side of the mirror. A partial resync follows.
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8.6.4. Extensive Write Considerations

SIOS DataKeeper allows a volume that is being resynced to be accessed and written to. During Resync,
DataKeeper makes multiple passes through the bitmap, synchronizing the data corresponding to each
dirty bit found. While this is happening, writes that occur on the volume can dirty blocks that have
already been synchronized. Under certain conditions, a resync can fail to complete due to constant write
activity on the source volume.

In order to allow a resync to complete while writes are occurring on the source volume, DataKeeper may
temporarily delay incoming writes in order to allow the last dirty blocks to be synchronized. The
ResyncLowWater registry value specifies the maximum number of dirty blocks that can be present in the
bitmap in order for DataKeeper to delay writes. The ResyncBlockWritesTimeoutMs registry value

specifies the maximum amount of time that writes will be delayed (in milliseconds).

Note that DataKeeper will not delay writes until resync has attempted several resync passes —
specifically, 10% of the value specified in the MaxResyncPasses registry value. For example, if

MaxResyncPasses is set to the default of 200, DataKeeper will not delay writes until the 21st pass
through the bitmap, and will only delay writes if the number of dirty blocks is less than or equal to
ResyncLowWater.

If writes are delayed but resync does not complete within the amount of time specified by
ResyncBlockWritesTimeoutMs, the resync fails, writes are permitted to complete, and the mirror goes

into the Paused state.

To disable write delay completely, set ResyncLowWater to 0.
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8.6.5. CHKDSK Considerations

If you must run CHKDSK on a volume that is being mirrored by SIOS DataKeeper, it is recommended

that you first pause the mirror. After running CHKDSK, continue the mirror. A partial resync occurs
(updating those writes generated by the CHKDSK) and mirroring will continue.

Failure to first pause the mirror may result in the mirror automatically entering the Paused state and
performing a Resync while CHKDSK is in operation. While this will not cause any obvious problems, it
will slow the CHKDSK down and result in unnecessary state changes in SIOS DataKeeper.

SIOS DataKeeper automatically ensures that volumes participating in a mirror, as either source or target,
are not automatically checked at system startup. This ensures that the data on the mirrored volumes
remains consistent.

Note: The bitmap file (for non-shared volumes) is located on the C drive which is defined by
BitmapBaseDir as the default location. Running CHKDSK on the C drive of the Source system will cause

an error due to the active bitmap file. Therefore, a switchover must be performed so that this Source
becomes Target and the bitmap file becomes inactive. The CHKDSK can then be executed on this
system as the new target (original source).
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8.6.6. CLEANUPMIRROR

C:\Program Files (x86)\SIOS\DataKeeper\Support>cleanupmirror
<volume_letter>

This command can only be run locally on a node and will remove all remnants of the mirror.

When to use:

* For mirrors that were not removed from WSFC or the DataKeeper GUI
* To remove mirror remnants without impacting WSFC as the mirror will be recreated i.e. emcmd .
createmirror command

The parameters are:

<root>\Program Files (x86)\SIOS\DataKeeper\Support> | The location of the \DataKeeper\Support Directory

<volume_letter> Mirror volume letter. Valid values: A —Z

* Launch an Administrator command prompt

* Type “cd extmirrbase”

* You will now be placed in the DataKeeper directory or c:\Program Files (x86) \SIOS\DataKeeper

* From the aforementioned directory type “cd support”

» From within the support directory, execute the following command “cleanupmirror

<volume letter>"

* Run this command on all systems that are participating in DataKeeper mirroring
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8.6.7. DKHEALTHCHECK

DKHealthCheck.exe, found in the \DKTools directory, is a tool that can provide basic mirror status and

problem detection of mirror issues. SIOS Support may request that you run this tool as part of the
Support process.

Note: DKHEALTHCHECK output is captured by DKSupport automatically and does not need to be
run separately if you are already running DKSupport.

You can run this tool by right clicking the DataKeeper Notification Icon and then clicking on ‘Launch

Health Check’ or by following the below procedure.

Open a command prompt

* Type cd extmirrbase

* You will now be placed in the DataKeeper directory or c:\Program Files (x86) \SIOS\DataKeeper

* From the aforementioned directory type cd DKTools

» From within the DKTools directory, execute the following command DKHealthCheck.exe

The results of the tool can be copied and pasted from the command prompt and emailed to
support@us.sios.com.

Alternatively, you may direct the output to a file, by running this command inside of the DKTools
directory.

* DKHealthCheck.exe > HealthCheck.txt

This file can then be attached and sent as part of an email.

Note: This command may take some time to execute.

Page 192 of 592


http://us.sios.com/

SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.6.8. DKSUPPORT

DKSUPPORT .cmd, found in the <DataKeeper Installation Path>\SUPPORT directory, is used to collect
important configuration information and event log files and put them in a zip file. SIOS Support

Engineers will commonly request this zip file as part of the support process. To run this utility, double-
click the file DKSUPPORT from the explorer window or right click the DataKeeper Notification Icon and

then click on ‘Gather Support Logs’.

This utility may also be executed from the command prompt using the following procedure.

* Launch an Administrator command prompt

* Type “cd extmirrbase”

* You will now be placed in the DataKeeper directory or c:\Program Files (x86) \SIOS\DataKeeper

* From the aforementioned directory type “cd support”

» From within the support directory, execute the following command “dksupport.cmd”

* Run this command on all systems that are participating in DataKeeper mirroring

The zip file will be created in the same Support directory, and can either be emailed to
support@us.sios.com or File transferred (FTP) to support engineering

Note: This command may take some time to execute.
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8.6.9. Event Log Considerations

It is important that SIOS DataKeeper be able to write to the Event Log. You should ensure that the Event
Log does not become full. One way to accomplish this is to set the Event Log to overwrite events as
needed:

1. Open the Event Log.

2. Right-click on System Log and select Properties.

3. Under Log Size, select Overwrite Events as Needed.
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8.6.10. Using Disk Management

When using the Windows Disk Management utility to access SIOS DataKeeper volumes, please note the

following:

» Using Disk Management to delete partitions that are being mirrored is not supported. Deleting a
partition that is part of a SIOS DataKeeper mirror will yield unexpected results.

« Using Disk Management to change the drive letter assigned to a partition that is a part of a SIOS
DataKeeper mirror is not supported and will yield unexpected results.

* The Windows Disk Management utility will take longer to start on the target node based on the
number of drives. Because the Windows operating system has error condition retries built in when
a volume is locked, the speed with which it starts on the “locked” target node is affected.
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8.6.11. Registw Entries

The following registry entries are associated with the SIOS DataKeeper service or driver and can be
viewed and edited using Regedt32.

* No values in any DataKeeper registry key should be modified unless listed they are
listed here.

Registry Entries that MAY be Modified
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters

The SIOS DataKeeper driver uses the Parameters key and those below it. The values within the
Parameters key (denoted with *) are global for all volumes on the system. The values under each of the
Target IP registry keys (denoted with 1) are specific to a mirror only. Values denoted with both * and t
appear under both keys. (The target-specific value overrides the global value in this case.)

BandwidthThrottle T

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\Targets\{Target IP}\BandwidthThrottle

Name Type Default Data

BandwidthThrottle REG_DWORD 0

Specifies the maximum amount of network bandwidth (in kilobits per second) that a particular mirror is
allowed to use. A value of 0 means unlimited.

BitmapBaseDir *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
BitmapBaseDir

Name Type Default Data

CABEXTMIRRBASE%\Bitmaps (usually C:\Program Files\SIOS\DataKeeper\
BitmapBaseDir | REG_SZ | Bitmaps but may be different when upgrading a system or if you install SIOS
DataKeeper to a different path)

Specifies a directory where SIOS DataKeeper stores its Intent Log files. (Note: The drive letter must be in
uppercase.) To disable the intent log feature, clear this registry entry (set it to an empty string) on all current
and potential mirror endpoint servers. Disabling the intent log requires a reboot on each of these
systems in order for this setting to take effect.

BitmapBytesPerBlock * {

Locations:
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For New Mirrors: HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
BitmapBytesPerBlock

For Existing Mirrors: HKEY _LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\
Parameters\Volumes\{Volume GUID}\Targets\{Target IP}\BitmapBytesPerBlock

Note:* If editing this entry under Parameters, all NEW mirrors created will inherit this value. If editing
this entry under a {Target IP}, the value pertains to that one Target only. {Target IP} values override
Parameter values.

Name Type Default Data
BitmapBytesPerBlock REG_DWORD 65536 (0x10000)

Specifies the number of bytes that are represented as dirty in a DataKeeper Intent Log bitmap when a
write request occurs. A single bit in the bitmap represents 65536 bytes, and the BitmapBytesPerBlock
indicates the effective block size, which may be represented as multiple bits. Increasing this value can
improve replication performance in some environments — in particular with workloads that perform
sequential writes, on systems with relatively high-latency Bitmap storage. A larger block size means
that fewer writes to the bitmap file will occur with sequential writes that are smaller than the adjusted
block size. A larger block size will not noticeably help performance in environments where writes are
primarily random, and may not help on systems with fast, low-latency bitmap storage. Also, a larger
block size may result in larger amounts of data to resync in the event of a system failure.

Note: The minimum value of BitmapBytesPerBlock is 65536 — any value less than this is treated as
65536. There is no maximum value enforced.

Note: BitmapBytesPerBlock does not affect the rate of mirror resync.

BlockWritesOnLimitReached * t

Locations:

For New Mirrors: HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
BlockWritesOnLimitReached

For Existing Mirrors: HKEY _LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\
Parameters\Volumes\{Volume GUID}\Targets\{Target IP}\BlockWritesOnLimitReached

Note: If editing this entry under Parameters, all NEW mirrors created will inherit this value. If editing
this entry under a {Target IP}, the value pertains to that target only. Any {Target IP} values override
the global Parameter values.
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Name Type Default Data

BlockWritesOnLimitReached REG_DWORD 0

This value determines what the behavior of a mirror is when the mirror’s Write Queue reaches a
defined limit (WriteQueueHighWater or WriteQueueByteLimit reached). If BlockWritesOnLimitReached
is “0”, the mirror is paused and a partial resync starts a short time later. If BlockWritesOnLimitReached
is “1”, the incoming write is delayed until there is space on the write queue for it. The mirror remains in
the Mirroring state, but the application throughput slows down to match the speed of the network and
the remote node’s volume. After updating this registry value, execute the READREGISTRY command

so that DataKeeper immediately starts using the new value.

BlockWritesOnNDLGTimeoutReached *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
BlockWritesOnNDLGTimeoutReached

Name Type Default Data
BlockWritesOnNDLGTimeoutReached REG_DWORD 1

This value determines how DataKeeper handles a timeout when setting a cluster TargetState value for
a Synchronous mirror. To avoid potential data loss, DataKeeper will normally lock the volume and fail
any outstanding writes when such a timeout is detected. This is the default behavior that occurs when
this value is set to “1”.

To prevent the volume from being locked, and writes from being failed, set this value to “0”. The node
must be rebooted for the changed setting to take effect.

Note: Setting this value to “0” introduces the possibility of application data loss and is not
recommended.

Compression Level T

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\Targets\{Target IP}\CompressionLevel

Name Type Default Data

CompressionLevel REG_DWORD 0

Specifies the compression level for the given mirror. Valid values are 0 to 9. Level 0 is “no compression”.
Values from 1 to 9 specify increasingly CPU-intensive levels of compression. Compression level 1 is a “fast”
compression — it does not require as much CPU time to compress the data, but results in larger (less
compressed) network packets. Level 9 is the maximum amount of compression — it results in the smallest
network packets but requires the most CPU time. The level can be set to somewhere in between, to
balance CPU usage and network efficiency based on your system, network and workload.
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DontFlushAsyncQueue *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
DontFlushAsyncQueue

Name Type Default Data

DontFlushAsyncQueue REG_SZ empty <drive letter>> [<drive letter>]

Allows the user to specify a volume or volumes that should not flush their async queues when the driver
receives a flush request. This value should contain the drive letter(s) of the volume(s) to which this applies.
Drive letters may be adjacent to each other (i.e. XY), or space separated (i.e. X Y), with no colons. After
updating this registry value, execute the READREGISTRY command so that DataKeeper immediately starts
using the new value. (Note: When setting DontFlushAsyncQueue, data and database logs should be
on the same partition.)

MaxResyncPasses *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
MaxResyncPasses

Name Type Default Data

MaxResyncPasses REG_DWORD 200 (0xc8)

Specifies the maximum number of resync passes before SIOS DataKeeper temporarily interrupts the
resync process while there is constant write activity on the source volume. Resync will be
automatically resumed after this interruption, typically after 60 seconds. In every pass, SIOS
DataKeeper marks the volume blocks that were written to during the pass. In the next pass, it will send
to the target only the marked blocks.

Note: In order for any changes to take effect a system reboot is required.

NotificationlconUpdateStatus *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
NotificationlconUpdateStatus

Name Type Default Data

NotificationlconUpdateStatus REG_SZ true

Allows the user to turn off status update checks performed by all instances of the DataKeeper Notification
Icon on a machine. This value should contain either true or false. Disabling the Notification Icon via its
context menu will set this entry to false.

Pinginterval *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Pinginterval

Name Type Default Data
Pinginterval REG_DWORD 3000 (0xBB8)
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Specifies the interval in milliseconds between pings. Use a higher value for Wide Area Networks (WANS) or
unreliable networks. Along with the MaxPingMisses, you may customize them to adjust mirroring to the
network performance.

The keep-alive packet function is a feature the Source sends every 3 seconds by default for each mirror if
there has not been any data transmitted. It keeps the pipe open and helps detect down systems / networks.
DataKeeper does not change the mirror state due to a missed ping and doesn’t have much of an effect on
mirroring activities. It is only from Source to Target.

The default can be changed in the registry on the source system.

ResyncBlockWritesTimeoutMs *t

Locations:

For New Mirrors:

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
ResyncBlockWritesTimeoutMs

AND

For Existing Mirrors:

HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\Volumes\{Volume
GUID)\Targets\{Target IP}\ResyncBlockWrites TimeoutMs

Note: If editing this entry under Parameters, all NEW mirrors created will inherit this value. If editing
this entry under {Target IP}, the value pertains to that target only. Any {Target IP} values override
the global Parameter values.

Name Type Default Data
ResyncBlockWritesTimeoutMs REG_DWORD 15000 (0x3a98)

Specifies the maximum amount of time that DataKeeper will delay writes during resync. See the
Extensive Write Considerations topic for more information.

ResyncLowWater *t

Locations:

For New Mirrors:

HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\ResyncLowWater
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AND
For Existing Mirrors:

HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\Volumes\{Volume
GUID)\Targets\{Target IP}\ResyncLowWater

Note: If editing this entry under Parameters, all NEW mirrors created will inherit this value. If editing
this entry under {Target IP}, the value pertains to that target only. Any {Target IP} values override
the global Parameter values.

Name Type Default Data
ResyncLowWater REG_DWORD 150 (0x96)

Specifies the maximum number of dirty blocks that can remain during resync before DataKeeper
delays writes to allow the resync to complete. See the Extensive Write Considerations topic for more

information.

ResyncReads *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\Targets\{Target IP}\ResyncReads

Name Type Default Data

ResyncReads REG_DWORD 20 (0x14)

This value represents the maximum number of disk blocks that can be in the process of being read and
sent to the target system during mirror resynchronization. Changing this value may change the speed
of mirror resynchronizations.

Note: This tunable applies to synchronous and asynchronous mirrors.

SetSvcNullSessionPipes *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
SetSvcNuliSessionPipes

Name Type Default Data

SetSvcNullSessionPipes REG_DWORD 1

DataKeeper uses a Named Pipe named “DkSvcPipe” to communicate between system and between
client programs and the DataKeeper service. This pipe is, by default, created with permission to allow
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Anonymous connections (i.e. it is added to the NullSessionPipes list). To remove DkSvcPipe from
NullSessionPipes, change this value to “0”, and edit the registry value HKEY_LOCAL_MACHINE\
System\CurrentControlSet\Services\LanManServer\Parameters\NullSessionPipes — remove DkSvcPipe
from the list of pipes that are found in that value.

SnapshotLocation t

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\SnapshotLocation

Name Type Default Data

SnapshotLocation REG_SZ <drive letter>

Specifies the folder where the target snapshot file for this volume will be stored.

TargetDispatchPort *

Locations:

On Target System:
HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
TargetDispatchPort

On Source System Creating Mirror to Above Target:

HKEY _LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\Targets{Target
IP} (i.e. create a key whose name is the IP Address of the target system, or update the
TargetDispatchPort value in that key if it already exists.)

Name Type Default Data
TargetDispatchPort REG_DWORD 9999

There are two places where this should be set if you are changing the dispatch port from 9999. On the
target system, place it in the ExtMirr\Parameters key. The new setting will apply to all existing and new
targets on that server. A target reboot is required when the target Parameters key has been
changed for this setting to take effect. On any source system that will be creating the mirror to this
target, place it in the ExtMirr\Parameters\Targets\{Target IP} key if the mirror already exists. Create
that key if it does not already exist. Note: Make sure the ports are the SAME on both the source and
the target.

A firewall port must also be opened manually on all source and target servers for the new dispatch port
to work.
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Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\

TargetPortBase
Name Type Default Data
TargetPortBase REG_DWORD 10000

For example:

TargetPortBase = 10000

Volume Letter = H

Port = 10000 + (H: -A:) = 10007

Specifies the base TCP port number for target volume connections. This number may need to be
adjusted if the default port is used by another service or is blocked by a firewall. The actual port that
the target listens on is calculated as follows:

Port = TargetPortBase + (Volume Letter — A:)

TargetPortincr *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\

TargetPortincr
Name Type Default Data
TargetPortincr REG_DWORD 256

Specifies the increment to the base TCP port number. This is used only when a TCP port is found to
be in use. For example, if the target is attempting to listen on port 10005 and that port is in use, it will
retry listening on port 10005 + TargetPortincr.

TargetSnapshotBlocksize *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\TargetSnapshotBlocksize

Name

Type

Default Data

TargetSnapshotBlocksize

REG_DWORD

None

DataKeeper target snapshot uses a default block size of 64KB for all entries that are written to the
snapshot file. This block size can be modified by creating this TargetSnapshotBlocksize registry key.
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The value should always be set to a multiple of the disk sector size, which is usually 512 bytes. Certain
workloads and write patterns can benefit from changing the block size. For example, a volume that is
written in a sequential stream of data (e.g. SQL Server log files) can benefit from a larger block size. A
large block size results in fewer reads from the target volume when consecutive blocks are written. But
a volume that is written in a random pattern may benefit from a smaller value or the default 64KB. A
smaller block size will result in less snapshot file usage for random write requests.

VssQuiesceWaitTimeoutMs *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
VssQuiesceWaitTimeoutMs

Name Type Default Data

VssQuiesceWaitTimeoutMs REG_DWORD 60000

Specifies the amount of time (in milliseconds) the DataKeeper service will wait for a VSS Snapshot Source
Initiate request to complete. The VSS Snapshot Source Initiate request uses VSS to quiesce the data on
snapshotted volumes.

WaitForBitmapBaseDirMs *

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
WaitForBitmapBaseDirMs

Name Type Default Data

WaitForBitmapBaseDirMs REG_DWORD 180000

Specifies the amount of time after the system boots up that DataKeeper will wait for the volume
specified in BitmapBaseDir to be registered with the Operating System. DataKeeper enforces a
minimum wait of 60,000 ms — any value less than 60,000 will result in a 60,000 ms wait regardless of
the setting.

WriteQueueByteLimitMB

Location: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Volumes\{Volume GUID}\Targets\{Target IP}\WriteQueueByteLimitMB

Name Type Default Data

WriteQueueByteLimitMB REG_DWORD 0

Specifies the maximum number of bytes that can be allocated for the write queue of this mirror
(expressed in megabytes — multiples of 1048576 bytes). The value “0” means “no limit”. During periods
of high disk write activity, if this mirror’s write queue grows to a level which reaches the
WriteQueueByteLimitMB, the SIOS DataKeeper driver momentarily pauses the mirror, drains the
queue and automatically starts a partial resync. After updating this registry value, execute the

Page 204 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

READREGISTRY command so that DataKeeper immediately starts using the new value.

This value is used during transmission of volume data to the target, when the mirror is in the Mirroring
state as well as when the mirror is in the Resync state. You should ensure that the ResyncReads value
(see below), which specifies the number of 64KB (65536 byte) blocks that can be put on the Write
Queue during resync, does not exceed the limit specified by WriteQueueByteLimitMB. Multiply
ResyncReads by 65536, then divide by 1048576 — the resulting value must not exceed
WriteQueueByteLimitMB if WriteQueueByteLimitMB is not set to 0.

This value can be used in conjunction with WriteQueueHighWater (see below). If both limits are set to
nonzero values, then the mirror will be paused if either of them is reached. If one is set to 0 and one is
not, then the nonzero limit is the only one that is enforced. If both are set to 0, then the mirror’'s write
queue is not limited at all (this is not recommended — the WriteQueue uses Nonpaged memory).

Note: This tunable applies to synchronous and asynchronous mirrors. You can monitor the mirroring
behavior using the SIOS DataKeeper Performance Monitor counters — specifically the Queue Current
Bytes value — and set this limit accordingly.

WriteQueueHighWater * t

Locations:

For New Mirrors:
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Write QueueHighWater

AND

For Existing Mirrors:
HKEY _LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\Volumes\{Volume
GUID)\Targets\{Target IP\Write QueueHighWater

Note: If editing this entry under Parameters, all NEW mirrors created will inherit this value. If editing
this entry under Target, the value pertains to that one Target only. Any Target values override
Parameter values.

Name Type Default Data

WriteQueueHighWater REG_DWORD 20000 (0x4e20)

Specifies the maximum number of write requests — not the number of bytes — that can be stored in this
mirror’s write queue. The value “0” means “no limit”. During periods of high disk write activity, if this
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mirror’s write queue length reaches this value, the SIOS DataKeeper driver momentarily pauses the
mirror, drains the queue and automatically starts a partial resync. After updating this registry value,
execute the READREGISTRY command so that DataKeeper immediately starts using the new value.

This value is used during transmission of volume data to the target, when the mirror is in the Mirroring
state as well as when the mirror is in the Resync state. You should ensure that the ResyncReads value
(see below), which specifies the number of blocks that can be put on the Write Queue during resync,
does not exceed the limit specified by WriteQueueHighWater if WriteQueueHighWater is not set to 0.

This value can be used in conjunction with WriteQueueByteLimitMB. If both limits are set to nonzero
values, then the mirror will be paused if either of them is reached. If one is set to 0 and one is not, then
the nonzero limit is the only one that is enforced. If both are set to 0, then the mirror’s write queue is
not limited at all (this is not recommended — the WriteQueue uses Nonpaged memory).

Note: This tunable applies to synchronous and asynchronous mirrors. You can monitor the mirroring
behavior using the SIOS DataKeeper Performance Monitor counters — specifically the Queue Current
Length value — and set this limit accordingly.
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8.7. Using EMCMD with SIOS DataKeeper

The EMCMD utility that ships with SIOS DataKeeper provides users with a command line method to

manipulate the mirror. Because these scripts run in situations where the “normal” validation rules may

not apply, EMCMD does not perform the same kinds of sanity checks that the user would experience

using the SIOS DataKeeper User Interface. EMCMD simply passes commands to the SIOS DataKeeper

Replication service allowing the service to make any decisions. It is this lack of checks that also makes

this a useful diagnostic and support tool — though it is potentially dangerous for someone not very

experienced with the inner workings of SIOS DataKeeper.

The following sections detail the operation of the EMCMD SIOS DataKeeper Command Line.

* Launch an Administrator command prompt

* Type “cd %extmirrbase%”’

* You will now be placed in the DataKeeper directory or c:\Program Files (x86) \SIOS\DataKeeper

Note: The following style conventions will be utilized throughout.

<system>

Use the system’s NetBIOS name, IP address or fully qualified domain name to attach to a given
system. You can also use a period (.) to attach to the local system where emcmd is being
executed.

<drive>

Refers to the drive letter that is being referenced. EMCMD parses out everything after the first

character, therefore, any “:” (colon) would be extraneous.

In some cases a series of EMCMD commands should be run to perform a function.

Example: To clean up a deleted mirror the following three commands should be run on each cluster

node.

* emcmd . deletelocalmirroronly <volume letter of mirror to clean up>

e emcmd . clearswitchover <volume letter of mirror to clean up>

« emcmd . updatevolumeinfo <volume letter of mirror to clean up>

Then, you can recreate the mirror by using the emcmd createmirror command (example: emcmd

<address of source of mirror> createmirror <volume letter> <address of target of mirror> <Type of Mirror

— either S for sync or A for async>. This command will recreate the mirror and connect it to the existing

DataKeeper Job.

Note: Run these commands with caution. If you have any questions please contact Support at

support@us.sios.com.
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BREAKMIRROR

CHANGEMIRRORENDPOINTS

CHANGEMIRRORTYPE

CLEARBLOCKTARGET

CLEARSNAPSHOTLOCATION

CLEARSWITCHOVER

CONTINUEMIRROR

CREATEJOB

CREATEMIRROR

DELETEJOB

DELETELOCALMIRRORONLY

DELETEMIRROR

DROPSNAPSHOT

GETBLOCKTARGET

GETCOMPLETEVOLUMELIST

GETCONFIGURATION

GETEXTENDEDVOLUMEINFO

GETJOBINFO

GETJOBINFOFORVOL

GETMIRRORTYPE

GETMIRRORVOLINFO

GETREMOTEBITMAP

GETRESYNCSTATUS
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GETSERVICEINFO

GETSNAPSHOTLOCATION

GETSOURCEMIRROREDVOLUMES

GETTARGETMIRROREDVOLUMES

GETVOLUMEDRVSTATE

GETVOLUMEINFO

ISBREAKUSERREQUESTED

ISPOTENTIALMIRRORVOL

LOCKVOLUME

MERGETARGETBITMAP

PAUSEMIRROR

PREPARETOBECOMETARGET

READREGISTRY

REGISTERCLUSTERVOLUME

RESTARTVOLUMEPIPE

RESYNCMIRROR

SETBLOCKTARGET

SETCONFIGURATION

SETSNAPSHOTLOCATION

STOPSERVICE

SWITCHOVERVOLUME

TAKESNAPSHOT

UNLOCKVOLUME

UPDATEJOB
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UPDATEVOLUMEINFO
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8.7.1. Mirror State Definitions

The following numbers are used by the system to internally describe the various states. They are used
by EMCMD, and they are also the state numbers found in event log entries.

-1: Invalid State

0: No Mirror

1: Mirroring

2: Mirror is resyncing
3: Mirror is broken

4: Mirror is paused

5: Resync is pending
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8.7.2. Using the -proxy option with EMCMD

All EMCMD requests can be routed through a “proxy” DataKeeper service. To do this, append the

options
—proxy <proxy_system>—

to the end of the EMCMD command line. The <proxy_system> should be given using the same format as
the <system> option. EMCMD will open a connection to the <proxy_system> first, and will request that it
forward the EMCMD to <system>. The DataKeeper Service on <proxy_system> opens a connection to
<system>, and sends the requested EMCMD to <system>, returning the response to the user.

The -proxy <proxy_system> option allows you to verify that DataKeeper communication between nodes
is working.

Example
EMCMD DK NODE 2 GETSERVICEINFO -proxy DK NODE 1

Opens a connection to the DataKeeper service running on DK_NODE_1, which in turn opens a
connection to DK_NODE_2, forwards the GETSERVICEINFO request, and returns the service information
from DK_NODE_2. This can be used to validate that the DataKeeper service on DK_NODE_1 is able to
communicate with the DataKeeper service on DK_NODE_2.
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8.7.3. BREAKMIRROR

EMCMD <system> BREAKMIRROR <volume letter> [<target system>]

This command forces the mirror into a Broken state. Breaking the mirror will cause a full resync to occur

when the mirror is continued or resynced.

The parameters are:

<system>

This is the source system of the mirror to break. Running the BREAKMIRROR command on the
target has no effect.

<volume
letter>

The drive letter of the mirror that you want to break.

<target
system>

This is the IP address of the target system of the mirror to break. This optional parameter may
be used if multiple targets are associated with the mirror. If not specified, the mirror will be
broken to all targets.
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8.7.4. CHANGEMIRRORENDPOINTS

Required actions to be taken before executing the changemirrorendpoints command

» Display job information for the volume
» Pause the Mirror using the following EMCMD command via the command line.
emcmd . pausemirror <drive>

+ Change the IP address on the system(s) (if necessary)

o =

IMPORTANT: If you haven’t already done so, prior to performing the
CHANGEMIRRORENDPOINTS command, update the IP addresses for the Source
and Target. This will automatically place the mirror into the Paused state.

Note: The required DataKeeper Ports are available via Windows Firewall, AWS Security Groups or
other Stateful Packet Inspections devices. Click here to view the required ports for Datakeeper.

Run EMCMD . CHANGEMIRRORENDPOINTS to change to the new IP address(es)

Changing only the Source IP address

Changing only the Target IP_address

Changing the Source and Target I[P addresses

* Run EMCMD . CONTINUEMIRROR <drive> to resume mirroring

o =

If the Source system is rebooted before the mirrors are continued a full resync will
occur on the mirrored volumes.

CHANGEMIRRORENDPOINTS COMMAND

» This command is used to change the replication IP addresses within systems that are already
part of a DataKeeper job for the given volume.

emcmd <NEW source IP> CHANGEMIRRORENDPOINTS <volume letter> <ORIGINAL
target IP> <NEW source IP> <NEW target IP>

« If changing the IP address of the Source ONLY, the syntax is as follows:

emcmd <NEW source IP> CHANGEMIRRORENDPOINTS <volume letter> <ORIGINAL
target IP> <NEW source IP> <ORIGINAL target IP>

» If changing the IP address of the Target ONLY, the syntax is as follows:
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emcmd <ORIGINAL source IP> CHANGEMIRRORENDPOINTS <volume letter>

<ORIGINAL target IP> <ORIGINAL source IP> <NEW target IP>

* This command supports changing the endpoints of a mirrored volume that is
configured on 3 nodes or fewer. If your configuration consists of more than three
nodes, the mirrors must be deleted and recreated.

Refer to the examples below:

See WAN Considerations and Initial Synchronization of Data Across the LAN/WAN in the
Configuration section.

<system name> This is the system that has the new source IP address available for the mirror.
<volume letter> The drive letter of the mirror to be changed.

<original target IP> The previous IP address of the target system.

<new source IP> The new IP address of the source system.

<new target IP> The new IP address of the target system.

Notes:

* A job may contain multiple volumes and multiple mirrors. The CHANGEMIRRORENDPOINTS
command will modify endpoints on one mirror each time it is used. For a 1x1 mirror (1 source,
1 target), only one command is required. For a 2x1 mirror (2 nodes with a shared volume with
one target node) or a 1x1x1 (1 source, two target nodes), two commands are required to
change the necessary mirror endpoints.

« If an existing mirror whose endpoints are being changed is currently an active mirror, it must
be put into the Paused, Broken or Resync Pending state before the endpoints can be

changed.

! Using the Break command will cause a full resync. It is recommended that the
mirror be Paused instead.

Before making changes, it will be helpful to display Job Information for the volume. For example,
emcmd . getJobInfoForVol D.

While making endpoint changes, the Job icon in the DataKeeper GUI may turn red. However, it will
return to green after the ContinueMirror command is performed.

In the following examples, we move mirrors from the 172.17.103 subnet to the 192.168.1 subnet.
The basic steps are as follows:

+ Display job information for the volume

* Pause the Mirror using the EMCMD command line
* Change the IP address on the system(s) (if necessary)
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IMPORTANT: If you haven’t already done so, prior to performing the
CHANGEMIRRORENDPOINTS command, update the IP addresses for the source
and target. This will automatically place the mirror into the Paused state.

o=

Run EMCMD CHANGEMIRRORENDPOINTS to change to the new IP address

Run EMCMD CONTINUEMIRROR to resume mirror If the source system is rebooted before
the mirrors are continued a full resync will occur on the mirrored volumes.

1%x1 Mirror CHANGEMIRRORENDPOINTS Command Example

* For a 1x1 mirror (source and target only), one command is required.

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol D

ID = caa97f9f-ac6a-4b56-8£25-20db9%e2808a8

Name = Mirr Vol D

Description = Mirror Volume D

MirrorEndPoints =

SYS3.MYDOM.LOCAL;D;172.17.103.223;38YS1.MYDOM.LOCAL;E;172.17.103.221;A

emcmd SYS1.MYDOM.LOCAL PauseMirror D

emcmd SYS1.MYDOM.LOCAL ChangeMirrorEndPoints D 172.17.103.223
192.168.1.221 192.168.1.223

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol D

MirrorEndPoints =

SYS3.MYDOM.LOCAL;D;192.168.1.223;5YS1.MYDOM.LOCAL;D;192.168.1.221;A

emcmd SYS1.MYDOM.LOCAL ContinueMirror D

2x1 Mirror CHANGEMIRRORENDPOINTS Command Example

* For a 2x1 mirror that includes a shared source volume and a target volume, two commands
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are required.

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol E

ID = caa97f93e-ac6a-4b56-8f25-20db9%e2808a8

Name = Mirr Vol E

Description = Mirror Volume E

MirrorEndPoints = SYS1.MYDOM.LOCAL;E;0.0.0.0;SYS2.MYDOM.LOCAL;E
;0.0.0.0;D

MirrorEndPoints =

SYS3.MYDOM.LOCAL;E;172.17.103.223;SYS2.MYDOM.LOCAL;E;172.17.103.222;A

MirrorEndPoints

SYS3.MYDOM.LOCAL;E;172.17.103.223;SYS1.MYDOM.LOCAL;E;172.17.103.221;A

emcmd SYS1.MYDOM.LOCAL PauseMirror E

emcmd SYS1.MYDOM.LOCAL ChangeMirrorEndPoints E 172.17.103.223
192.168.1.221 192.168.1.223

emcmd SYS2.MYDOM.LOCAL ChangeMirrorEndPoints E 172.17.103.223
192.168.1.222 192.168.1.223

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol E

MirrorEndPoints =

SYS1.MYDOM.LOCAL;E;0.0.0.0;SYS2.MYDOM.LOCAL;E;0.0.0.0;D

MirrorEndPoints =

SYS3.MYDOM.LOCAL;E;192.168.1.223;SYS2.MYDOM.LOCAL;E;192.168.1.222;A
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MirrorEndPoints =

SYS3.MYDOM.LOCAL;E;192.168.1.223;SYS1.MYDOM.LOCAL;E;192.168.1.221;A

emcmd SYS1.MYDOM.LOCAL ContinueMirror E

1%x1%1 Mirror CHANGEMIRRORENDPOINTS Command Example

* For a 1x1x1 mirror that includes 2 Target volumes, 2 commands are required.

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol J

ID = caa97f93j-ac6a-4b56-8£f25-20db932808a8

Name = Mirr Vol J

Description = Mirror Volume J

MirrorEndPoints =

SYS1.MYDOM.LOCAL;J;172.17.103.221;S8YS3.MYDOM.LOCAL;J;172.17.103.223;A

MirrorEndPoints =

SYS3.MYDOM.LOCAL;J;172.17.103.223;8YS2.MYDOM.LOCAL;J;172.17.103.222;A

MirrorEndPoints =
SYS1.MYDOM.LOCAL;J;172.17.103.221;SYS2.MYDOM.LOCAL;J;172.17.103.222;A
In this example the system “SYS3.MYDOM.LOCAL” will be moved to another site.

SYS1 and SYS2 will now use a new subnet (192.168.1.*) to communicate with SYS3.

However, SYS1 and SYS2 will continue using 172.17.103.* to communicate with each other.

emcmd SYS1.MYDOM.LOCAL PauseMirror J

emcmd SYS1.MYDOM.LOCAL ChangeMirrorEndPoints J 172.17.103.223
192.168.1.221 192.168.1.223
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emcmd SYS2.MYDOM.LOCAL ChangeMirrorEndPoints J 172.17.103.223
192.168.1.222 192.168.1.223

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol J

MirrorEndPoints =

SYS1.MYDOM.LOCAL;J;192.168.1.221;SYS3.MYDOM.LOCAL;J;192.168.1.223;A

MirrorEndPoints =

SYS3.MYDOM.LOCAL;J;192.168.1.223;5YS2.MYDOM.LOCAL;J;192.168.1.222;A

MirrorEndPoints =

SYS1.MYDOM.LOCAL;J;172.17.103.221;SYS2.MYDOM.LOCAL;J;172.17.103.222;A

emcmd SYS1.MYDOM.LOCAL ContinueMirror J
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8.7.5. CHANGEMIRRORTYPE

EMCMD <system> CHANGEMIRRORTYPE <volume letter> <remote ip> <A/S>

This command is used to change the mirror type of a mirror that is part of a DataKeeper job.
Note: The volume must be online.
Refer to the examples below.

See Synchronous and Asynchronous Mirroring for information about the supported DataKeeper mirror
types.

<system> The source or target system on which to initiate the changing of the mirror type.

<volume letter> | The drive letter of the mirror to be changed.

<remote IP> The IP address of the remote system.

<A/S> The new mirror type (Asynchronous or Synchronous).

Notes:

* A job may contain multiple volumes and multiple mirrors. The CHANGEMIRRORTYPE command
will modify the type of one mirror each time it is used.

* The volume must be online on each system in the mirror to change the mirror type of an existing
mirror.

* The mirror type of an existing mirror can be changed while the mirror is in the active Mirroring
state. The type change takes effect immediately.

* The mirror type of non-existing mirrors can be changed. See the 1x1x1 example below.

» The mirror type of a mirror that is in the Split-Brain state cannot be changed — the Split Brain must
be resolved first.

+ If a job contains multiple mirrors, individual mirror types can be modified. Having mixed mirror
types within a job, and within the mirrors for an individual volume in the job, is supported.

1%x1 Mirror CHANGEMIRRORTYPE Command Example

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol D
ID = caa97f9f-ac6a-4b56-8£25-20db%e2808a8

Name = Mirr Vol D
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Description = Mirror Volume D

MirrorEndPoints =

SYS3.MYDOM.LOCAL;D;172.17.103.223;SYS1.MYDOM.LOCAL;E;172.17.103.221;A
emcmd SYS1.MYDOM.LOCAL ChangeMirrorType D 172.17.103.223 S

The above example changes the mirror of D: between SYS1 and SYS3 to Synchronous.

1x1x1 Mirror CHANGEMIRRORTYPE Command Example

emcmd SYS1.MYDOM.LOCAL getJobInfoForVol J
ID caa97f93j-ac6a-4b56-8f25-20db9j2808a8
Name = Mirr Vol J
Description = Mirror Volume J

MirrorEndPoints =

SYS1.MYDOM.LOCAL;J;172.17.103.221;SYS2.MYDOM.LOCAL;J;172.17.103.222;A

MirrorEndPoints =

SYS1.MYDOM.LOCAL;J;172.17.103.221;SYS3.MYDOM.LOCAL;J;172.17.103.223;A

MirrorEndPoints =

SYS3.MYDOM.LOCAL;J;172.17.103.223;SYS2.MYDOM.LOCAL;J;172.17.103.222;A
emcmd SYS1.MYDOM.LOCAL GetMirrorVolInfo J
J: 1 SYS1.MYDOM.LOCAL 172.17.103.222 1
J: 1 SYS1.MYDOM.LOCAL 172.17.103.223 1
emcmd SYS1.MYDOM.LOCAL ChangeMirrorType J 172.17.103.222 S
emcmd SYS1.MYDOM.LOCAL ChangeMirrorType J 172.17.103.223 S
emcmd SYS2.MYDOM.LOCAL ChangeMirrorType J 172.17.103.223 S

In this example, all mirror types will be changed to Synchronous. The third command changes the mirror
type of the non-existing mirror between SYS2 and SYS3.
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8.7.6. CLEARBLOCKTARGET

EMCMD <system> CLEARBLOCKTARGET <volume letter>

This command sets the state of the block target flag to FLASE. The block target flag when set to FALSE
will allow that system to become a target for the selected volume. This command is for internal use only.

No output is produced when running this command.

The parameters are:

<system> This can be either the source or the target systems.
<volume The drive letter of the volume for which you want to set the state of the block target flag to
letter> FALSE.
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8.7.7. CLEARSNAPSHOTLOCATION

EMCMD <system> CLEARSNAPSHOTLOCATION <volume letter>

This command clears the snapshot location (directory path) for the given volume on the given system.
Once this command executes successfully, snapshots will be disabled for the given volume.

The parameters are:

<system> This is the system name/IP address of snapshot location.

<volume letter> | This is the drive letter of the volume to be snapshotted.

Sample output:

Status = 0

When the command is successful, it will return a status of 0. Otherwise, it will report a non-zero status.
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8.7.8. CLEARSWITCHOVER

EMCMD <system> CLEARSWITCHOVER <volume letter>

This command should be run on a target system where a mirror has been previously deleted with the
DELETELOCALMIRRORONLY command and now needs to be re-established. This command clears the
SIOS DataKeeper switchover flag that is set for a volume that has been deleted from the Target role
using DELETELOCALMIRRORONLY. If you delete a target using DELETELOCALMIRRORONLY and do
not run CLEARSWITCHOVER, you will not be able to re-establish a mirror target unless you reboot the

system.

<system> This is the target system where you just ran DELETELOCALMIRRORONLY.

<volume letter> | The drive letter of the mirror.
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8.7.9. CONTINUEMIRROR

EMCMD <system> CONTINUEMIRROR <volume letter> [<target system>]

This command forces a paused or broken mirror to resume mirroring. On successful completion of the
resync (full or partial), the mirror state is changed to Mirroring. This command will not automatically
relock the target volume if it is unlocked.

Note: If target volume is unlocked, it must be relocked prior to running this command.

The parameters are:

<system> | This is the source system of the mirror to resume mirroring.

;\{:;Il::n © | The drive letter of the mirror that you want to resume mirroring.

This is the IP address of the target system of the mirror to resync. This optional parameter may
<target . : _ . . i .
system> be used if multiple targets are associated with the mirror. If not specified, a resync will be

performed to all targets.
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8.7.10. CREATEJOB

EMCMD . CREATEJOB <JobName> <Description> <FQDN Source>
<DrvLetter1> <IP SourceReplication> <FQDN Target> <DrvLetter2> <IP Target
for Replication><MirrorType> . ..

This command is for internal use only.
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8.7.11. CREATEMIRROR

EMCMD <system> CREATEMIRROR <volume letter> <target system> <type>

[options]

This command creates a mirror between two machines, using the same drive letter on each.

* If the CREATEMIRROR command is executed in a shared storage configuration, the
configuration mask must be updated using the SETCONFIGURATION command.

The parameters are:

<system> | This is the IP address of the source system (see Note below).
<volume . . : . . S .
letters This is the drive letter that is being mirrored. This will be both the source and target drive letter.
<target This is the IP address of the target system (see Note below).
system>
This is the type of mirror, where type is a single character:
<type> A — Create an Asynchronous Mirror
S — Create a Synchronous Mirror
Optional arguments that specify behavior deviant from the norm. These can be OR’d together to
create a set of options (add decimal values — for example, for option 1 + option 4, place a 5 in
the command). They are:
1: Create the mirror without doing a full resync operation.
[ERUETS 2: Do not wait for the target side of the mirror to be created before returning.
4: Create with boot-time restrictions in place — essentially treat the create as you would a
mirror re-establishment as part of the boot process. This option will check to see if the remote
system is already a source and fail the creation if it determines that it was a source.

o NOTE: Disk sector size must match on both source and target volumes. See Sector Size
for more information.

o NOTE: Both source and target IP addresses must be of the same protocol. A mirror can
only be created using two IPV4 or two IPV6 addresses. DataKeeper does not currently
support mirror endpoints with different protocols.

IPv4 Example:
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EMCMD 192.168.1.1 CREATEMIRROR E 192.168.1.2 A 5

IPv6 Example:

EMCMD 2001:5c0:110e:3304:a0ba:dbff:feb2:f7fd CREATEMIRROR F
2001:5¢c0:110e:3304:a6ba:dbff:feb2:afd7 A 5
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8.7.12. DELETEJOB

EMCMD <system> DELETEJOB <Jobld>

This command is for internal use only.
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8.7.13. DELETELOCALMIRRORONLY

EMCMD <system> DELETELOCALMIRRORONLY <volume letter> [<target
system>]

This command deletes the mirror only on the <system> it is issued on. It handles the case when a mirror
ends up with a target and no source or source and no target.

The parameters are:

<system> | This can be either the source or the target system.

<volume

letters The drive letter of the mirror that you want to delete.

<target This is the IP address of the target system of the mirror to delete. This optional parameter may
system> [ be used if multiple targets are associated with the mirror.
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8.7.14. DELETEMIRROR

EMCMD <system> DELETEMIRROR <volume letter> [<target system>]

This command deletes the mirror from both the source and the target if <system> is a source. If

<system> is a target, it will delete the target side of the mirror only if the source system is down.

The parameters are:

<system>

This can be either the source or the target system.

<volume
letter>

The drive letter of the mirror that you want to delete.

<target
system>

This is the IP address of the target system of the mirror to delete. This optional parameter may
be used if multiple targets are associated with the mirror. If not specified, the mirror will be
deleted for all targets.
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8.7.15. DROPSNAPSHOT

EMCMD <system> DROPSNAPSHOT <volume letter> [<volume letter> ...]

This command will notify DataKeeper to lock the volume and clean up the snapshot files that it created.

The parameters are:

<system> | This is the IP address of the system containing the snapshot.

<volume | This is the drive letter of the snapshotted volume on the target server. If dropping multiple
letter> snapshots, the drive letters should be separated by spaces.
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8.7.16. GETBLOCKTARGET

EMCMD <system> GETBLOCKTARGET <volume letter>

This command provides the current state of the block target flag, either TRUE or FALSE. The block
target flag if set to TRUE will prevent that system from ever becoming a target for the selected volume.

This command is for internal use only.

The parameters are:

<system> This can be either the source or the target systems.
<volume The drive letter of the volume for which you want to retrieve the state of the block target
letter> flag.

Sample output:

c:> EMCMD

FALSE

GETBLOCKTARGET E
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8.7.17. GETCOMPLETEVOLUMELIST

EMCMD <system> GETCOMPLETEVOLUMELIST

This command displays information on all volumes eligible to be mirrored or already in a mirror. Sample

output:

Volume 1 information:

Volume Root =F:
Volume Label = New Volume
Volume File System =NTFS
Volume Total Space [=2151608320
Mirror Role =01
Number of targets =2
Target 0 information:
Volume State = 0001
Target System =10.1.1.133
Target Drive Letter [ = F
Target 1 information:
Volume State = 0002
Target System =10.1.1.134
Target Drive Letter [ = F
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8.7.18. GETCONFIGURATION

EMCMD <system> GETCONFIGURATION <volume letter>

This command retrieves and displays the net alert settings (also referred to as “volume attributes”) for
the volume.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The drive letter of the volume you want information on.

Sample output:

** Calling GetConfiguration [Volume F] **

All Net Alert bit IS NOT enabled
Net Alert IS NOT enabled
Broken State Alert IS NOT enabled
Resync Done Alert IS NOT enabled
Failover Alert IS NOT enabled
Net Failure Alert IS NOT enabled
LK Config IS NOT enabled
Auto Resync IS NOT enabled
MS Failover Cluster Config | IS NOT enabled
Shared Volume IS NOT enabled
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8.7.19. GETEXTENDEDVOLUMEINFO

EMCMD <system> GETEXTENDEDVOLUMEINFO <volume letter>

This command returns extended volume information about the selected volume such as disk signature,
physical disk offset and internal disk id.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The drive letter of the volume you want information on.

Sample output:

EXTENDED INFO —-

Physical Disk Signature = {217abb5a-0000-0000-0000-000000000000}

Physical Disk Offset = 32256

Internal Disk ID = Oxf2fa
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8.7.20. GETJOBINFO

EMCMD <system> GETJOBINFO [<Jobld>]

This command displays job information for a specific Jobld or all defined jobs.
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8.7.21. GETJOBINFOFORVOL

EMCMD <system> GETJOBINFOFORVOL <DrvLetter>[<FullSysname>|<IP>]

This command displays job information related to a specific volume on a specific system.
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EMCMD <system> GETMIRRORTYPE <volume letter>

This command provides a numeric output of the type of mirror.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The driver letter of the volume you want information on.

Output format:

C:> EMCMD . GETMIRRORTYPE F

Target system 10.1.1.133, Type 2

Target system 10.1.1.134, Type 2

Mirror Type:

-1: Invalid Type (EMCMD cannot get the requested information.)

0: No mirror

1: Synchronous Mirror

2: Asynchronous Mirror
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8.7.23. GETMIRRORVOLINFO

EMCMD <system> GETMIRRORVOLINFO <volume letter>

This command provides a very terse output of the state of mirror. The command GETMIRRORVOLINFO
can return multiple lines of output (one per target). It provides essentially the same information as the
GETVOLUMEINFO command does.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The driver letter of the volume you want information on.

Sample output:

C:> EMCMD . GETMIRRORVOLINFO F

F: 1 CARDINAL10.1.1.133 1

F: 1 CARDINAL10.1.1.134 1

Output format:

[Volume Letter} {Mirror Role} [Source System] [Target System] [Mirror State]

Mirror Role: 1 = source; 2 = target

Mirror State:

-1: Invalid State

0: No mirror

1: Mirroring

2: Mirror is resyncing

3: Mirror is broken

4: Mirror is paused

5: Resync is pending
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8.7.24. GETREMOTEBITMAP

EMCMD <system> GETREMOTEBITMAP <volume letter> <targetsystem> <local
file>

This command is for internal use only.
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8.7.25. GETRESYNCSTATUS

EMCMD <system> GETRESYNCSTATUS <volume letter>

This command returns information indicating the overall status of a resync operation.

The parameters are:

<system> This can only be performed on the Source system.

<volume letter> | The drive letter of the volume you want to set the configuration on.

Sample output:
Resync Status for Volume F:

Target O (Target System 10.1.1.133)
ResyncPhase : 3

BitmapPass : 1

NumberOfBlocks : 32831

DirtyBlocks : 0

CurrentBlock : 0

NewWrites : 1803

ResyncStartTime : Fri Nov 05 13.57.51 2008
LastResyncTime : Fri Nov 05 13.57.51 2008

Target 1 (Target System 10.1.1.134)
ResyncPhase : 2

BitmapPass : 0

NumberOfBlocks : 32831

DirtyBlocks : 2124

CurrentBlock : 29556

NewWrites : 0

ResyncStartTime : Fri Nov 05 15:09:47 2008
LastResyncTime : Fri Nov 05 15:09:47 2008

The ResyncPhase is used internally and has little meaning outside of the development environment.
The values are: 0 (unknown), 1 (initial), 2 (update), and 3 (done).

The BitmapPass is the number of times we have passed through the bitmap indicating the number of
dirty blocks. We count from zero. If we do a resync in one pass, then this never increments.

The NumberOfBlocks is the number of 64K data blocks on the volume.

The DirtyBlocks parameter is the number of blocks that the bitmap indicates need to be updated (and
have not already been).

Page 242 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

The CurrentBlock parameter indicates the current location in the bitmap.

The NewWrites parameter indicates the number of writes that have occurred on the volume since we
have been resyncing.

The ResyncStartTime and LastResyncTime parameters describe the time that the resync was begun
and the last time a resync write operation was sent across the network.
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EMCMD <system> GETSERVICEINFO

This command retrieves version and other information about the SIOS DataKeeper service and driver

that is running on the specified machine.

The parameters are:

<system> | This can be either the source or the target systems.

Sample output:

Service Description: = SIOS DataKeeper Service
Service Build Type: = Release

Service Version = 7.0

Service Build = 1

Driver Version = 7.0

Driver Build = 1

Volume Bit Map = 1000070h

Service Start Time = Fri Oct 06 11:20:45 2008
Last Modified Time = Fri Oct 06 15:11:53 2008
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8.7.27. GETSNAPSHOTLOCATION

EMCMD <system> GETSNAPSHOTLOCATION <volume letter>

This command retrieves the currently configured snapshot location (directory path) for the given volume
on the given system. It will return an empty result if the snapshot location is not configured on the given
volume.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | This is the drive letter of the volume to be snapshotted

Sample output:

C:\Temp

When the command is successful, it will report the snapshot directory path on stdout, which will be
empty if snapshot location is not yet configured.
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8.7.28. GETSOURCEMIRROREDVOLUMES

EMCMD <system> GETSOURCEMIRROREDVOLUMES

This command displays information about the volumes on the system that are currently the source in a

mirror.

Sample output:

Status =0

Source Volume = F:

Source Label = New Volume

Source #Targs = 2

Target O

Target System = 10.1.1.133

Mirror State = 0001

Target 1

Target System = 10.1.1.134

Mirror State = 0001

Page 246 of 592



SIOS TECHNOLOGY CORP. SIOS DataKeeper Cluster Edition - 8.8.0

8.7.29. GETTARGETMIRROREDVOLUMES

EMCMD <system> GETTARGETMIRROREDVOLUMES

This command displays information about the volumes on the system that are currently the target in a
mirror.

Sample output:

** Calling GetTargetMirroredVolumes **

Returned 1 Target Volumes

Target Volume 1 information:

Volume Root = F:

Volume State =1

Source = 10.1.1.132

Target = BLUEJAY

Page 247 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.7.30. GETVOLUMEDRVSTATE

EMCMD <system> GETVOLUMEDRVSTATE <volume letter>

This command retrieves the current state of the SIOS DataKeeper device driver.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The drive letter of the volume you want to get the configuration on.

The output is a number indicating the state. The output is purposely terse as it is designed to be parsed
in a DataKeeper recovery script. The output is one of the following mirror states:

-1: Invalid State

0: No mirror

1: Mirroring

2: Mirror is resyncing
3: Mirror is broken

4: Mirror is paused
5: Resync is pending

The output also provides the address of the mirror end point (source or target).
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EMCMD <system> GETVOLUMEINFO <volume letter> <level>

This command returns information about the selected volume.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The drive letter of the volume you want information on.

<level> A number between 1-3 indicating the amount of detail you want.

Sample output:

Volume Root = F:

LEVEL 1 INFO

Last Modified = Fri Nov 05 15:24:14 2008

Mirror Role = SOURCE

Label = New Volume

FileSystem = NTFS

Total Space = 2151608320

Num Targets = 2

Attributes : 20h

>> Remote [0] = 10.1.1.133, F:

Mirror State = MIRROR

Mirror Type = ASYNCHRONOUSLY

>> Remote [1] = 10.1.1.133, F:

Mirror State = MIRROR

Mirror Type = ASYNCHRONOUSLY

LEVEL 2 INFO
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LEVEL 3 INFO

>> Remote [0} = 10.1.1.133, F:

No Resync or CompVol Statistics to report

>> Remote [1] = 10.1.1.134, F:

No Resync or CompVol Statistics to report

SIOS DataKeeper Cluster Edition - 8.8.0
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8.7.32. ISBREAKUSERREQUESTED

EMCMD <system> ISBREAKUSERREQUESTED <volume letter>

This command checks whether a broken mirror is a result of a user request.

The parameters are:

<system>

This can be either the source or the target system.

<volume letter> | The drive letter of the volume that you want to check.

Output:
<TRUE> | The mirror was broken because of a user request.
The mirror was broken by SIOS DataKeeper (e.g., network failure, failure to write data on target
side, etc).
<FALSE>

The volume is not in a BROKEN (3) state.
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8.7.33. ISPOTENTIALMIRRORVOL

EMCMD <system> ISPOTENTIALMIRRORVOL <volume letter>

This command checks to determine if a volume is a candidate for mirroring. The command may only be
run on the local system.

The parameters are:

<system> This should be the local system.

<volume letter> | The drive letter of the volume that you want to check.

Output:

TRUE — The volume is available for mirroring.

Otherwise, the output may be some combination of the following:

System Drive

RAW filesystem

FAT filesystem

ACTIVE partition

Contains PageFile

GetDriveType not DRIVE_FIXED

Contains DataKeeper bitmap files

If the drive letter points to a newly created volume (i.e. SIOS DataKeeper driver not attached yet), or a
non-disk (network share, CD-ROM), the output will be:

Unable to open — SIOS DataKeeper driver might not be attached (you may need to reboot) or this
might not be a valid hard disk volume.

If there is an internal error getting volume information, you may see the message:

Unable to retrieve the volume information for use in determining the potential use as a mirrored
volume. The volume may be locked by another process or may not be formatted as NTFS.
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8.7.34. LOCKVOLUME

EMCMD <system> LOCKVOLUME <volume letter>

This command forces an exclusive lock on the volume specified. This call will fail if a process owns open
handles into the volume.

The parameters are:

<system> This can be either the source or the target systems.

<volume letter> | The drive letter of the volume you want to lock.
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8.7.35. MERGETARGETBITMAP

EMCMD <system> MERGETARGETBITMAP <volume letter> <target system>

This command is for internal use only.
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8.7.36. PAUSEMIRROR

EMCMD <system> PAUSEMIRROR <volume letter> [<target system>]

This command forces the mirror into a Paused state.

The parameters are:

This is the source system of the mirror to pause. Running the PAUSEMIRROR command on the

<system> target has no effect.
SOl The drive letter of the mirror that you want to pause.
letter>
This is the IP address of the target system of the mirror to pause. This optional parameter may
<target . . ; . . oo .
system> be used if multiple targets are associated with the mirror. If not specified, the mirror to all targets

will be paused.
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8.7.37. PREPARETOBECOMETARGET

EMCMD <system> PREPARETOBECOMETARGET <volume letter>

This command should only be used to recover from a Split-Brain condition. It should be run on the
system where the mirror is to become a target and is only valid on a mirror source. This command
causes the mirror to be deleted and the volume to be locked.

To complete split-brain recovery, run CONTINUEMIRROR on the system that remains as the mirror

source.

Example Scenario

If volume F: is a mirror source on both SYSA and SYSB, you can use emcmd to resolve this split-brain
situation. Choose one of the systems to remain a source — for example, SYSA. Make sure there are no
files or modifications on SYSB that you want to save — if so, these need to be copied manually to SYSA.
To re-establish the mirror, perform the following steps:

EMCMD SYSB PREPARETOBECOMETARGET F

The mirror of F: on SYSB will be deleted and the F: drive will be locked.

EMCMD SYSA CONTINUEMIRROR F

Mirroring of the F: drive from SYSA to SYSB will be established, a partial resync will occur (overwriting
any changes that had been made on SYSB), and the mirror will reach the Mirroring state.
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8.7.38. READREGISTRY

EMCMD <system> READREGISTRY <volume letter>

This command tells the SIOS DataKeeper driver to re-read its registry settings.

The parameters are:

<system> This can be either the source system or the target system.

<volume letter> | The drive letter of the mirror for which you want to re-read settings.

This command causes the following registry settings to be re-read and any changes to take effect.
Source system (changes to these parameters take effect immediately):
BandwidthThrottle
BitmapBytesPerBlock
BlockWritesOnLimitReached
CompressionLevel
ResyncReads
WriteQueueByteLimitMB
WriteQueueHighWater
WriteQueueLowWater (This value is deprecated and no longer used.)
DontFlushAsyncQueue
Target system (changes take effect the next time the source and target systems reconnect):
TargetPortBase

TargetPortincr
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8.7.39. REGISTERCLUSTERVOLUME

EMCMD <system> REGISTERCLUSTERVOLUME <volume letter>

This command is used to register a DataKeeper protected volume in a WSFC cluster.

The parameters are:

<system> This is the source system of the mirror.

<volume letter> | The drive letter of the volume you want registered.
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8.7.40. RESTARTVOLUMEPIPE

EMCMD <system> RESTARTVOLUMEPIPE <volume letter>

This command is for internal use only.
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8.7.41. RESYNCMIRROR

EMCMD <system> RESYNCMIRROR <volume letter> [<target system>]

This command forces the mirror to be fully resynced.

The parameters are:

<system> | This is the source system name.

:;;?eh:;n e This is the drive letter of the mirror that should be resynced.

This is the IP address of the target system of the mirror to resync. This optional parameter may
<target . . ) : _ hi
system> be used if multiple targets are associated with the mirror. If not specified, a resync to all targets

will be performed.
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8.7.42. SETBLOCKTARGET

EMCMD <system> SETBLOCKTARGET <volume letter>

This command sets the state of the block target flag to TRUE. The block target flag when set to TRUE
will prevent that system from ever becoming a target for the selected volume. This command is for

internal use only. No output is produced when running this command.

The parameters are:

<system> This can be either the source or the target systems.
<volume The drive letter of the volume for which you want to set the state of the block target flag to
letter> TRUE.
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8.7.43. SETCONFIGURATION

EMCMD <system> SETCONFIGURATION <volume letter> <configuration mask>

This command sets the net alert settings (also referred to as “volume attributes”) for the volume.

The parameters are:

<system> This can be either the source or the target system.

<volume letter> The drive letter of the volume you want to set the configuration on.

This is a bitmask indicating the net alert settings. These bits are defined:
1 — 0x01: All Net Alerts is enabled

2 — 0x02: Broken State Alert is enabled

4 — 0x04: Resync Done Alert is enabled

8 — 0x08: Failover Alert is enabled

<configuration mask>| 45 010; Net Failure Alert is enabled

32 — 0x20: LifeKeeper Config is enabled

64 — 0x40: Auto Resync is enabled

128 — 0x80: MS Failover Cluster Config is enabled

256 — 0x100: Shared Volume is enabled

* In a 2 x 1 configuration, set the configuration mask to 384 on shared storage systems
and 128 on the non-shared storage system.

Example to enable MS Failover Cluster Config:

EMCMD . SETCONFIGURATION E 128
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All Het A Ir!'l"l. hit 18 HOT enabhled

Het Alert IS5 HOT enabled

Broken State Alept s 0 enabled

Resyne Done A lert 0 enabled

FailOver Alert enabled

Het Fail IS HOT enabled

LK Conf it HOT enabled

3 enah led
IS HOT enahled

Shared volume IS HOT enahbhled

G:sProgram Files (x86>“5teelEyesDataleeper>emcmd . setconfiguration & 128
C: Program Filez (x86>~SteelEye~Dataleeperiemncnd . getconfiguration e

All Het Alewrt bit 15 HNOT enabled
Het Alert IS MOT enabled

tate Alert 1S NMOT enabled
He Done Alert 18 HOT enabled
FailOuer Alert g HOT enabled
Het Failure Alerst S ROT enabled
LK Conf ig & NOT enabled
s enahbled

i

g S enabled
IS HOT enahled

Example to clear all flags:

EMCMD . SETCONFIGURATION E O

Multiple Configuration Example to enable Shared Volume and MS Failover Cluster Config (add
decimal values 256 + 128):

EMCMD . SETCONFIGURATION E 384
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8.7.44. SETSNAPSHOTLOCATION

EMCMD <system> SETSNAPSHOTLOCATION <volume letter> “<directory
path>”

This command sets the snapshot location (directory path) for the given volume on the given system. The
directory must be valid on the system in question, must be a local drive/path, must be an absolute path
and cannot be left blank (see CLEARSNAPSHOTLOCATION). If no snapshot location is currently
configured, executing this command will have the effect of enabling target snapshots on the given

volume.

The parameters are:

<system> | This is the system name/IP address containing volume to be snapshotted.

<volume

letters This is the drive letter of the volume to be snapshotted.

<directory | This is the absolute directory path, local to <system>, for the snapshot file location. Note that
path> this value must be enclosed in quotes if the path contains a space character.

Sample output:

Status = 0

When the command is successful, it will return a status of 0. Otherwise, it will report a non-zero status.
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8.7.45. STOPSERVICE

EMCMD <system> STOPSERVICE

This command stops the DataKeeper service.
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8.7.46. SWITCHOVERVOLUME

EMCMD <system> SWITCHOVERVOLUME <volume letter> [-f]

This command attempts to make the given system become the source for the requested volume. This
command is for internal use only.

The parameters are:

This is the IP address of the system to become source. Note: Use the system’s NetBIOS name,
<system> | IP address or fully qualified domain name to attach to a given system. You can also use a
period (.) to attach to the local system where emcmd is being executed.

=Y Ui This is the drive letter of the requested volume.
letter>
] This option may be used for a fast (unsafe) switchover. This option should only be used if the

status of the current source is known. Incorrect usage of this can result in a split-brain condition.
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8.7.47. TAKESNAPSHOT

EMCMD <target system> TAKESNAPSHOT <volume letter> [<volume letter>...]

This command, run on the target system, will notify DataKeeper to establish a snapshot of the given
volume(s) on the given system. If no snapshot location has been configured, the command will fail.

The parameters are:

<target

system> This is the target system name/IP address containing the volume to be snapshotted.

<volume | This is the drive letter(s) of the volume(s) to be snapshotted on the target server. If multiple
letter> volumes are to be snapshotted, the drive letters should be separated by spaces.

Note: All target volumes must have the same source system.
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EMCMD <system> UNLOCKVOLUME <volume letter>

This command forces the volume specified to unlock.

The parameters are:

<system>

This can be either the source or the target systems.

<volume letter>

The drive letter of the volume you want to unlock.
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8.7.49. UPDATECLUSTERTARGET
STATEPROPERTIES

EMCMD <system> UPDATECLUSTERTARGET STATEPROPERTIES

This command will update the TargetState private properties for all clustered DataKeeper volumes for
which the given system is the source.

<system> | This is the system whose volume states will be checked.

For more information on the TargetState properties, please see DataKeeper Volume Resource Private
Properties.
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8.7.50. UPDATEJOB

EMCMD <system>UPDATEJOB <Jobld> <Name> <Descr> [<SysName1>
<DrvLetter1> <IP1> <SysName2> <DrvLetter2> <IP2> <MirrorType>]...

This command is for internal use only.
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8.7.51. UPDATEVOLUMEINFO

EMCMD <system> UPDATEVOLUMEINFO <volume letter>

This command causes the SIOS DataKeeper service to query the driver for the correct mirror state. This
command is useful if the DataKeeper GUI displays information that appears to be incorrect or not up-to-
date.

Note: The SIOS DataKeeper service updates the volume information automatically based on new
messages in the system Event Log.

The parameters are:

<system> This can be either the source or the target system.

<volume letter> | The drive letter of the volume that you want to update its info.

If there is an internal error updating volume information, you may see the message:

Unable to update the volume information. The volume may be locked by another process or may not be
formatted as NTFS.
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8.8. Using DKPwrShell with SIOS
DataKeeper

SIOS DataKeeper includes a powershell module (DKPwrShell) that allows a user to manipulate a
DataKeeper mirror using Microsoft Powershell. Commands are passed to a SIOS DataKeeper service
and will fail if the service is not running.

With Microsoft Powershell v3 or later the SIOS DataKeeper powershell module is loaded automatically
when starting Powershell. For Microsoft Powershell versions prior to 3.0 the SIOS DataKeeper
powershell module must be loaded via the import-module command by using the following syntax:

import-module “<DK InstallPath>\DKPwrShell”

Note: By default <DK InstallPath> is C:\Program Files (x86)\SIOS\DataKeeper

New-DataKeeperMirror

New-DataKeeperdJob

Remove-DataKeeperMirror

Remove-DataKeeperJob

Add-DataKeeperJobPair

Get-DataKeeperVolumelnfo
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8.8.1. New-DataKeeperMirror

This cmdlet is used to create a new DataKeeper mirror. Mirrors created with this cmdlet will be visible in

the DataKeeper Snapln (Reports > Server Overview). If a job exists that includes information that

matches this mirror (systems, IP Addresses, Volumes, and Sync Type), the mirror will be displayed in

the DataKeeper Snapln as part of that job.

Parameters
Parameter Type | Required | Position Notes
SourcelP String | Yes 0 IP address on the source to be used for DataKeeper mirror
data.
SourceVolume | String | Yes 1 The source volume to mirror.
TargetlP String | Yes > LI:‘ ;ddress on the target to be used for DataKeeper mirror
The target volume to become the mirror target. If not
TargetVolume | String | Yes 3 specified it will be the same volume indicated by the
SourceVolume parameter.
Valid options are:
SyncType String | Yes 4 Sync — A synchronous mirror
Async — An asynchronous mirror
Optional arguments that specify behavior deviate from the
norm. These can be OR’d together to create a set of options
(add decimal values. Example: for option 1 + option 2, place
CreateFlags uint | No 5) a 3 in the command).

1. Create the mirror without doing a full resync operation.
2. Do not wait for the target side of the mirror to be created
before returning.

Inputs

None

Outputs

An integer value representing the status of the command. 0 means that the command succeeded, any

other value is a Windows error code.

«¥e NOTE: Both source and target IP addresses must be of the same protocol. A mirror can
only be created using two IPV4 or two IPV6 addresses. DataKeeper does not currently
support mirror endpoints with different protocols.

Example:

New-DataKeeperMirror -SourcelP 10.200.8.55 -SourceVolume E -TargetIP 10.200.8.56 -TargetVolume E
-SyncType Async
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New-DataKeeperMirror 10.200.8.55 E 10.200.8.56 E Async

oY NOTE: Disk sector size must match on both source and target volumes. See Sector Size
for more information.
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8.8.2. New-DataKeeperJob

This cmdlet is used to create a DataKeeper job consisting of two nodes. Jobs created using this cmdlet

will be added to the DataKeeper Snapln the next time it is loaded.

Parameters
Parameter Type | Required | Position Notes
JobName String | Yes 0 The name of the job.
JobDescription | String | Yes 1 A brief description of the job.
Node1Name | String | Yes 2 The FQDN of the first node.
Node1IP String | Yes 3 The !P gddress of the first node that is used for DataKeeper
Replication.
Node1Volume | String | Yes 4 The volume of the first node that is involved in replication.
Node2Name | String | Yes 5 The FQDN of the second node.
Node2IP String | Yes 6 The IP address of thg second node that is used for
DataKeeper Replication.
Node2Volume | String | Yes 7 The volume of the second node that is involved in replication.
Valid options are:
. Sync — A synchronous mirror
SHGUTEE S | Vo ¢ Async — An asynchronous mirror
Disk — These two volumes are a single shared disk
Inputs
None
Outputs

On success, an object representing the created job. On failure, an exception containing a Windows error
code.

* NOTE: Both IP addresses must be of the same protocol (IPv4 or IPv6). DataKeeper
does not currently support mirror endpoints with different protocols.

Example:

New-DataKeeperJob -JobName “name” -JobDescription “desc” -Node1Name example1.domain.com
-Node1IP 10.200.8.55 -Node1Volume E -Node2Name example2.domain.com -Node2IP 10.200.8.56
-Node2Volume F -SyncType Async

New-DataKeeperJob “name” “desc” example1.domain.com 10.200.8.55 E example2.domain.com
10.200.8.56 F Async
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8.8.3. Remove-DataKeeperMirror

This cmdlet will remove a DataKeeper mirror. It will attempt to remove the mirror from all nodes for this
mirror. This command will not remove the mirror from any down or network inaccessible node.

Parameters
Parameter | Type | Required | Position Notes
Source String | Yes 0 The source node of the mirror.
Volume String | Yes 1 The mirror volume letter (on the source node) that you want
removed.
The IP address of the target system of the mirror. If this
Target String | No 2 parameter is left empty all targets of the source volume will be
removed.
Inputs
None
Outputs

An integer value representing the status of the command. 0 means that the command succeeded, any
other value is a Windows error code.

Example:

Remove-DataKeeperMirror -Source example1.domain.com -Volume E -Target 10.200.8.56

Remove-DataKeeperMirror -Source 10.200.8.55 -Volume E -Target 10.200.8.56

Remove-DataKeeperMirror 10.200.8.55 E
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8.8.4. Remove-DataKeeperJob

This cmdlet will remove a DataKeeper job of a given ID. It will remove this job from all systems contained
within the job.

Parameters
Parameter | Type | Required | Position Notes
JobID String | Yes 0 The unique job GUID assigned to it when the job was created.
Node String | Yes 1 The FQDN or IP address of a node containing the job specified

by JoblD.

Inputs

None

Outputs

An integer value representing the status of the command. 0 means that the command succeeded, any
other value is a Windows error code.

Example:

Remove-DataKeeperJobPair -JoblD a1f1ecc6-649e-476b-bbff-286b815fdd30 -Node
example1.domain.com

Remove-DataKeeperJobPair a1f1ecc6-649e-476b-bbff-286b815fdd30 10.200.8.55
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8.8.5. Add-DataKeeperJobPair

This cmdlet will add a node pair to an existing DataKeeper Job. It is used to expand the nodes and

volumes contained within an existing job. For example, if a job exists for a volume between nodes A and
B, and you want to add node C, run AddDataKeeperJobPair twice:

» for the new relationship definition between node A and node C
» for the new relationship definition between node B and node C

Parameters
Parameter Type | Required | Position Notes
JobID String | Yes 0 The unique job GUID assigned to it when the job was
created.
Node1Name | String | Yes 1 The FQDN of the first node
Node1lP String | Yes 5 The !P gddress of the first node that is used for DataKeeper
Replication.
Node1Volume | String | Yes 3 The volume of the first node that is involved in replication.
Node2Name | String | Yes 4 The FQDN of the second node.
Node2|P String | Yes 5 The IP address 01_‘ the_ second node that is used for
DataKeeper Replication.
Node2Volume | String | Yes 6 The volume of the second node that is involved in replication.
Valid options are:
. Sync — A synchronous mirror
SHEINES St | e U Async — An asynchronous mirror
Disk — These two volumes are a single shared disk
Inputs
None
Outputs

An integer value representing the status of the command. 0 means that the command succeeded, any
other value is a Windows error code.

Example:
Add-DataKeeperJobPair -JobID a1f1ecc6-649e-476b-bbff-286b815fdd30 -Node1Name
example1.domain.com -Node1IP 10.200.8.55 -Node1Volume E -Node2Name example2.domain.com

-Node2IP 10.200.8.56 -Node2Volume F -SyncType Async

Add-DataKeeperJobPair a1f1ecc6-649e-476b-bbff-286b815fdd30 example1.domain.com 10.200.8.55 E
example2.domain.com 10.200.8.56 F Async
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8.8.6. Get-DataKeeperVolumeinfo

This cmdlet is used to fetch information about a volume used in DataKeeper. It reports DataKeeper

volume information.

Parameters
Parameter | Type | Required | Position Notes
Use the Node parameter to specify the system containing the
Node String | Yes 0 volume being replicated. This parameter can take the form of an
IPv4 address, FQDN, or simply . ‘ for the local system.
Volume String | Yes 1 The mirror volume letter (on the system node).
Inputs
None
Outputs

Volumelnfo object

Example:

Get-DataKeeperVolumelnfo -Node example.domain.com -Volume E

Get-DataKeeperVolumelnfo 10.200.8.55 E

Get-DataKeeperVolumelnfo . E
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8.9. User Guide

The topics in this section are designed to be a reference for you as you get started using SIOS

DataKeeper Cluster Edition, helping you identify the type of configuration you are interested in
implementing and providing detailed instructions for effectively using your SIOS DataKeeper Cluster
Edition software.

Getting Started

Configuring Mirrors

Working With Jobs

Working With Mirrors

Working With Shared Volumes

Using Microsoft iSCSI Target With DataKeeper on Windows 2012

DataKeeper Notification Icon

DataKeeper Target Snapshot

Using SIOS DataKeeper Standard Edition To Provide Disaster Recovery For Hyper-V Virtual Machines

Clustering
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8.9.1. Getting Started

Choose Your Configuration

DataKeeper can be utilized in a number of different configurations to facilitate a number of different
functions including:

* Provide a second physical copy of your data
» Extend an existing WSFC cluster to a remote DR site
» Eliminate the Single Point of Failure associated with traditional WSFC clusters
Review the following replication configurations and their example USE CASES to familiarize yourself

with just some of DataKeeper’s capabilities. Then use the topics associated with the configuration you
are interested in to obtain detailed information about that configuration.

Disk-to-Disk

One-to-One

One-to-Many

Many-to-One

N-Shared-Disk Replicated to One

N-Shared-Disk Replicated to N-Shared-Disk

N-Shared-Disk Replicated to Multiple N-Shared-Disk Targets

Setting Up SIOS DataKeeper

Connecting to a Server

Disconnecting from a Server

Creating a Job
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8.9.1.1. Disk-to-Disk

This is a simple one server, two disks configuration, mirroring Volume X on Server A to Volume Y on

Server A. The volumes that are used for Disk-to-Disk replication can’t also be configured to replicate to
another system.

* Disk to Disk does not support mirrors with multiple targets.

Server A

Volume X: Replication Volume Y:

Mirror Source Mirror Target

2EL O Replicate data from one volume on a server to another volume on the same server. These disks
USE . . . . )
CASE can be different storage arrays, protecting against data loss should the primary SAN fail.

Additional topics of interest include:

» Creating Mirrors

« Managing Mirrors
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» Extensive Write Considerations

* Frequently Asked Questions
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8.9.1.2. One-to-One

This is a simple one source, one target configuration, mirroring Volume X across the network. In addition

to providing a second physical copy of the data, DataKeeper also provides the ability to switch over the
mirror which allows the data to become active on the backup server.

Sitchover ;

Primary
Server

Backup
Server

Volume X: Volume X:

Mirror Source Mirror Target
E)::Emple: Replicate data on one or more volumes from a server in one city to another server in another
CASE city.

Additional topics of interest include:

» Primary Server Shutdown

» Secondary Server Failures

» Using DataKeeper Standard Edition To Provide Disaster Recovery For Hyper-V Virtual Machines

* Frequently Asked Questions
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8.9.1.

3. One-to-Many (Multiple Targets)

This configuration involves one primary (source) system replicating one (or more) volume(s) to two

different target systems across the network. This is referred to as a multiple target configuration.

Target Server

Source Server

Mirror
_ Source

Volume X:

Target Server

Volume X;

Mirror 1 — Target Mirror 2 - Target

Note that there are two mirrors that are completely independent of each other. The mirrors might be

using different networks, they may have different compression or bandwidth throttle settings and they

may be in completely different states (e.g. Mirror 1 — Mirroring, Mirror 2 — Resyncing).

Example: | Replicate data to one target server that resides locally in the same site with the primary server
USE and replicate another copy of the data to a remote site for disaster recovery purposes should
CASE something happen to the first site.

Example:

USE To periodically replicate or “push” data to multiple target systems from a single source system.
CASE

Additional topics of interest include:

e Primary Server Shutdown

» Secondary Server Failures

e Creating Mirrors with Multiple Targets

» Switchover and Failover with Multiple Targets
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» Using DataKeeper Standard Edition To Provide Disaster Recovery For Hyper-V Virtual Machines

* Frequently Asked Questions
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8.9.14. Many-to-One

This configuration involves multiple source servers replicating one (or more) volumes to the same target

system. In this configuration, each volume being replicated to the target server must have a unique drive
letter.

Target Server

Volume X. Mirror 1 - Target

TPe— Mirror 2 - Target

Source Server Source Server

Replication

=i =

Volume X; Volume Y.

Mirror 1 - Source Mirror 2 - Source

Note: This is actually two One-to-One mirrors.

Example:
USE
CASE

Users may wish to replicate multiple branches back to a single data center for backup
consolidation and disaster recovery purposes.

Additional topics of interest include:

e Primary Server Shutdown

» Secondary Server Failures

» Using DataKeeper Standard To Provide Disaster Recovery For Hyper-V Virtual Machines

* Frequently Asked Questions
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8.9.1.5. N-Shared-Disk Replicated to One

This configuration allows you to replicate the shared volume(s) of the primary site to a remote system
across the network.

Site Failover

E‘rimary Site Remote Site'

o Source

Shared
storage

Source Volume Target Volume

This configuration is ideal for providing local failover within the Primary Site and disaster recovery
protection should the entire Primary Site go down.

Ilij)éaEmple: Extend your WSFC cluster to a DR site by replicating the shared volume to a remote target. In
CASE the event of a primary site outage, the remote server becomes the active server.

Additional topics of interest include:

DataKeeper Standalone

* Creating Mirrors with Shared Volumes

« Manaqging Shared Volumes

Adding a Shared System

« Removing a Shared System

Frequently Asked Questions

DataKeeper & Failover Clustering

« DataKeeper Cluster Edition Overview
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» Creating a DataKeeper Volume Resource in WSFC

» Switchover in an N-Shared x N-Shared Configuration

» Split Brain Issue and Recovery

+ Using DataKeeper Cluster Edition to Enable Multi-Site Hyper V Clusters
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8.9.1.6. N-Shared-Disk Replicated to N-
Shared-Disk

This configuration replicates data between sites where each site utilizes shared storage.

Primary Site Remote Site

Site Failover

v

WSFC
Cluster _,
" Target
- -
/ Server
L
™
Sy

Source Volume Target Volume

Note that the number of systems in the Primary Site does not have to equal the number of systems in
the Remote Site.

Also note that only the Source Server has access to the Source Volume. Shared Source systems and all
systems on the target side cannot access the volume and are locked from the file system’s perspective.

Example: | Users who wish to provide the same level of availability in their DR site will deploy this
USE configuration to ensure that regardless of what site is in service, the availability level stays the
CASE same.

Where Hyper-V clusters are configured with virtual machines distributed across many cluster
nodes, it is important to have a similar number of cluster nodes available in the disaster
recovery sight to ensure that the resources are available to run all of the virtual machines in the
event of a disaster.

Example:
USE
CASE

Additional topics of interest include:

DataKeeper Standalone

e Creating Mirrors with Shared Volumes

+ Manaqing Shared Volumes

* Adding a Shared System

+ Removing a Shared System
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* Frequently Asked Questions

DataKeeper & Failover Clustering

» DataKeeper Cluster Edition Overview

» Creating a DataKeeper Volume Resource in WSFC

» Switchover in an N-Shared x N-Shared Configuration

» Split Brain Issue and Recovery

+ Using DataKeeper Cluster Edition to Enable Multi-Site Hyper V Clusters
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8.9.1.7. N-Shared-Disk Replicated to Multiple
N-Shared-Disk Targets

This is a complex configuration which combines the aspects of replicating a shared storage environment

to multiple shared targets.

K o - —
-
»~ WSFC Hyper-V
™ Cluster
Mirror
Source
Replication

Mirror
Target2

Note that the number of systems in the Primary Site does not have to equal the number of systems in

the Remote Site.

Also note that only the Source Server has access to the Source Volume. Shared Source systems and all
systems on the target side cannot access the volume and are locked from the file system’s perspective.

Example: | Users who wish to provide the same level of availability in their DR site will deploy this
USE configuration to ensure that regardless of what site is in service, the availability level stays the
CASE same.

. | Where Hyper-V clusters are configured with virtual machines distributed across many cluster
Example: L o : . .
USE nodes, it is important to have a similar number of cluster nodes available in the disaster
CASE recovery sight to ensure that the resources are available to run all of the virtual machines in the

event of a disaster.

Additional topics of interest include:

DataKeeper Standalone

* Creating Mirrors with Shared Volumes

« Manaqging Shared Volumes
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 Adding a Shared System

 Removing a Shared System

* Frequently Asked Questions

DataKeeper & Failover Clustering

» DataKeeper Cluster Edition Overview

» Creating a DataKeeper Volume Resource in WSFC

» Switchover in an N-Shared x N-Shared Configuration

» Split Brain Issue and Recovery

» Using DataKeeper Cluster Edition to Enable Multi-Site Hyper V Clusters
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8.9.1.8. Setting Up SIOS DataKeeper

Setting Up SIOS DataKeeper

Follow these steps to start using SIOS DataKeeper:

1. Connect to the servers you wish to configure for replication. You can select Connect to Server

from the Action pull down menu, right-click on the job folder in the left panel tree display and
select Connect to Server or choose Connect to Server from the Actions pane.

2. Create a Job. From the right Actions pane, select Create Job or you can right-click on the job
folder in the left panel tree and select Create Job.

3. Create a mirror for the new job.
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8.9.1.9. Connecting to a Server

Use this dialog to connect to the server of your choice. You may enter the IP address, system NetBIOS
name or the full system domain name for the server. Click Connect to select it.

= Conneckt to a Server

Enter the server to connect to

Provide the name or IP address for the server you would like to connect to.

Server:

Connect Cancel
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8.9.1.10. Disconnecting from a Server

Use this dialog to disconnect from a server. You may use this option if you no longer wish to view the
server in the Administration Window.

From the list of servers, select the server(s) that you wish to disconnect from and click Disconnect.
F= SI0S DataKeeper M= E

Choose servers to disconnect

The dient is connected to the following servers, Choose the servers vou no longer
nead to be connected to.

[~ HERCN (Heron)
[~ EGRET (Egret)

Disconnact I Cancel
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8.9.1.11. Creating aJob

1. If not already connected, connect to the server where you want to create a job.

2. From the right Actions pane, select Create Job. The Job Wizard will prompt you for a Job Name

and Description.
3. Enter the appropriate information and select Create Job to finish.

4. You will immmediately be prompted to Create a Mirror for this job.
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8.9.2. Configuring Mirrors

SI0S DataKeeper Cluster Edition - 8.8.0

Creating a Mirror

Creating Mirrors With Shared Volumes

Safe Creation of a Shared-Storage Volume Resource

Creating Mirrors With Multiple Targets

Switchover and Failover with Multiple Targets
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8.9.2.1. Creating a Mirror

Before creating a mirror, ensure the following:

You have created a job to hold the mirror.

The volume on both the source and target systems must be of the NTFS file system type.

The target volume must be greater than or equal to the size of the source volume.

If the volume will be configured on a Dynamic Disk, create the dynamic volume first, then reboot
the system before continuing with mirror creation (see the Mirroring with Dynamic Disks Known

Issue for further information).

See Volume Considerations for more information, including what volumes cannot be mirrored.

You must be connected to both the source and target server before creating the mirror. Use the
Connect to Server link in the Actions pane or in the Mirror Create dialog box.

Creating the Mirror

1.

Select Create a Mirror from the right column Actions task pane. The Choose a Source dialog
box appears.

Enter or choose the Server Name for the source volume. You can select the Connect to Server
link below this field to connect to the server at this time.

Choose the IP address that is on the subnet you wish to use for the replication traffic. The IP
address that you choose must not be used for replication by any other node that is part of this job
(see Duplicate IP_Addresses Disallowed Within a Job for further information).

Enter or choose the Volume to be used on the selected server. Select Next. The Choose a
Target dialog box appears.

Enter or choose the server with the Target Volume. If necessary, you can select the Connect to
Server link at this time.

Choose the IP address that is on the subnet you wish to use for the replication traffic. The IP
address that you choose must not be used for replication by any other node that is part of this job
(see Duplicate |IP Addresses Disallowed Within a Job for further information).

Enter or choose the Volume to be used on the selected server. Press Next to continue. The
Configure Details dialog box will display.

Use the slide bar to set the data compression level for data sent from the source to the target
system. Note: Compression is only recommended to be used when replicating across WAN
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connections.

9. Select how (Asynchronously or Synchronously) the source volume data should be sent to the

10.

target volume.

If you wish to limit the amount of bandwidth used by replication, enter the maximum bandwidth
for transmission; otherwise, leave the default setting. Select Done. The job with the new mirror will
appear in the left tree pane and the main window displays.

Note: After creating a mirror, its initial state may be displayed as Resync Pending in the

Summary pane. When the initial mirror resynchronization completes, its state will automatically
switch to the Mirror state.

Page 300 of 592



SIOS TECHNOLOGY CORP. SIOS DataKeeper Cluster Edition - 8.8.0

8.9.2.2. Creating Mirrors With Shared
Volumes

In order to properly configure DataKeeper in a shared volume configuration, use the DataKeeper GUI to
connect to all systems where the shared volumes are configured. When connected, the DataKeeper GUI
uses hardware signatures to automatically detect which volumes are shared and which are not.

Important: If the GUI is not connected to a system, the GUI cannot detect shared volumes on that
system.

Note: Dynamic disks are not supported with Shared Storage because the dynamic disk configuration is
stored somewhere (undocumented) on each system, not on the disks themselves. There is currently no
way to replicate that configuration between the two systems.

Note: DataKeeper allows mirrors to be created on shared volumes where more than one system has

access to the same physical storage. To prevent simultaneous access, see Safe Creation of a Shared-
Storage Volume Resource prior to performing the following steps.

1. Connect to all systems via the DataKeeper GUI.
2. Choose Create Job.

3. Define a job name and job description and select Create Job. The Choose a Source dialog box
appears.

w7 Choose a Source

-

Choose the server with the source valume,
Shared Volumes Server. | VIRTUAL1.SUPPORT.LOCAL |~
Connect to Server

Choose a Target

EaEEERE Choose the IP address to use an the server,

IP address: | 172.17.102.131 /22 |

Choose the volume on the selected server,

Volume: | F | * |

Mext || Cancel
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4. Choose a Source System, IP Address and Volume.

5. Select Next. The Shared Volumes dialog box appears.

SI0S DataKeeper Cluster Edition - 8.8.0

w7 Shared Volumes

RO

VIRTUALT.SUPPORT.LOCAL
Source |P address: 172.17.102.131

Source volume: F

Choose a Source Source server

Choose a Target

Configure Details
Choose the systems that have volumes which are shared with the system above.
Uncheck the "Include” box if any system should not be included in the job. Shared
volumes are required to be cenfigured using the same subnet as their peers. If any
systems do not have an IP address on the selected subnet, their IP address will be
displayed as empty. These systems canneot be included in the job using this subnet.
Include Source [P/ Mask

17217102132 /22 | = |

Valume
VIRTUALZ SUPPORT.LOCA F

Server

Connect to Server

| Previous | | Mext | | Cancel

6. Choose the systems that have volumes which are shared with the source system.

Note: All systems connected to the shared volumes must be configured with IP addresses on the
same subnet. The Next button will not be enabled until all included systems have a valid IP
address.

While it is possible to uncheck the Include box for a given system, the user should be very careful
to make sure that the volume listed really is not a shared volume. It is possible (although unlikely)
that the hardware signatures of two volumes will match even if they are not shared. In this case, it
is valid for the user to uncheck the Include box.

7. Select Next. The Choose a Target dialog box appears.
8. Choose a Target System, IP Address and Volume.
9. Select Next.

Note: If there are volumes on other systems that are shared with this target volume, the Shared
Volumes dialog will appear next. Configure these shared target volumes as you would for shared
source volumes, described above.
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10.

11.

12.

13.

14.

Select Next to continue. The Configure Details dialog box appears.

Use the slide bar to set the data compression level for data sent from the source to the target
system.

Note: Compression is only recommended to be used when replicating across WAN connections.

Select how (Asynchronously or Synchronously) the source volume data should be sent to the
target volume.

If you wish to limit the amount of bandwidth used by replication, enter the maximum bandwidth for

transmission; otherwise leave the default setting.

Select Done. The job with the new mirror will appear in the left tree pane and the main window
displays.
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8.9.2.3. Safe Creation of a Shared-Storage
Volume Resource

DataKeeper allows mirrors to be created on shared volumes where more than one system has access to
the same physical storage. The shared volume can be on the source side of the mirror or on the target
side.

Note: Dynamic disks are not supported with Shared Storage because the dynamic disk configuration is
stored somewhere (undocumented) on each system, not on the disks themselves. There is currently no
way to replicate that configuration between the two systems.

In order to safely create a shared-storage volume resource, the user must ensure that only one system
has write access to the volume at any time. This includes the time prior to the creation of the
DataKeeper mirror. Since DataKeeper doesn’t know that the volume is shared before a mirror is created,
manual steps must be taken to ensure that the volume is never writable on two or more systems at the
same time.

To protect the volume from simultaneous write access, use the following procedure. In this example, two
systems — SYSA and SYSB - are connected to shared storage, then replicated to a third system, SYSC,
the target system. This storage is configured with two volumes which should be assigned drive letters E:
and F: on all three systems.

1. Power on SYSA, while leaving SYSB powered off.

2. Install DataKeeper if it has not been installed.

3. Assign drive letters E: and F: to the volumes; format with NTFS if not formatted yet.

4. Power off SYSA.

5. Power on SYSB.

6. Install DataKeeper if it has not been installed and reboot the system after the installation.

7. Assign drive letters E: and F: to the shared volumes.

8. In a command prompt, run the following commands to set the “shared” config flag:

“$ExtMirrBase%\emcmd” . setconfiguration E 256

“$ExtMirrBase%\emcmd” . setconfiguration F 256

9. Reboot SYSB. It will come up with the E: and F: drives locked.

10. Power on SYSA. It will come up with the E: and F: drives writable.
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11. Use the DataKeeper GUI to create a job and mirror from SYSA E: (source) to SYSC E: (target)
and from SYSA F: (source) to SYSC F: (target). DataKeeper will detect that SYSB is a shared
source system.

Note: If using WSFC, see Creating a DataKeeper Volume Resource in WSFC.

An alternative to powering the systems off is to use Disk Management to take the shared physical disk
offline.

This procedure can also be used to safely create a mirror on a shared target volume. In the example
above, the mirror could have been created from SYSC to SYSA — in that case, the volume SYSB would

be a shared target.

If you have more than two shared systems at a site, this same procedure can be used to lock the volume
on all systems that will not be part of the initial mirror.
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8.9.2.4. Creating Mirrors With Multiple
Targets

SIOS DataKeeper provides the ability to replicate data from a single source volume to one or more target

volumes. In addition, DataKeeper also allows you to switch over control and make any of the target

volumes become the source. Assuming you have already created a job with a mirror using the Create a

Mirror procedure, use the following procedure to create a second mirror from the same source volume to
a different target volume:

—_—

Right-click on an existing job.

Choose the Create a Mirror action.

Choose the source of the existing mirror (as this will also be the source of the new mirror).
Choose the target for the new mirror.

Select Done.

The next dialog displayed prompts you for additional information that DataKeeper requires to be
able to properly switch over the source volume to one of the target volumes. You already specified
the network endpoints between the source system and the first target system when you created
the first mirror. You also specified the network endpoints between the source system and the
second target system when you created the second mirror.

The final piece of information DataKeeper requires is the network endpoints of a (potential) mirror
between the first target system and the second target system so that no matter which system
becomes the source of the mirrors, mirrors can be properly established between all three systems.

On the Additional Information Needed dialog, choose the network endpoints that will be used
to create a mirror between the first target system and the second target system.

This mirror will not be created now. DataKeeper is simply storing these mirror endpoints for
future use.

Select OK.

Note: If you are replicating a single source volume to more than two target volumes, you will have
to provide network endpoints for mirrors between all of the systems involved.

Examples:

3 Nodes (A,B,C) — Define Endpoints for Mirrors

Created Mirrors Additional Mirror Relationships
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A—B
B—C
A—C
4 Nodes (A,B,C,D) — Define Endpoints for Mirrors
Created Mirrors Additional Mirror Relationships
A—B
A C B—C
B—D
A—D
C—D
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8.9.2.5. Switchover and Failover with
Multiple Targets

In a multiple target configuration, it is important to understand how DataKeeper mirrors will work in the
following scenarios:

* Manual switchover to a target server

» Source server failure followed by a manual switchover to a target server

Example:

In the following scenario, there are three servers:

» Server A (source)

» Server B (target 1)

» Server C (target 2)

Note that there are two separate mirrors and Server A is replicating to two different target volumes.

e Mirror 1: Server A - B

e Mirror 2: Server A - C

Server A

Mirrar
_ Source

Volume X:

Server C

Server B

Replication

Volume X: Volume X:

Mirror 1 = Target Mirror 2 - Target
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Manual Switchover to a Target Server

In the event the administrator wants to make Server B become the active (source) server, the following
actions will occur:

1. Administrator initiates a switchover to Server B via the Switchover Mirror option in the
DataKeeper Ul.

2. Server A flushes its data to the source volume.
3. Mirror 1 is automatically deleted and recreated from Server B to Server A.

4. The mirror between Server A and Server C is also automatically deleted. (Note: There will be a
few seconds delay noticed in the DataKeeper GUI; this delay can take some time based on
network bandwidth and server performance.)

5. A new mirror is established between Server B and Server C. The intent log from Server A is
copied to Server B. Only a partial resync of the data between Server B and Server C is required to
bring them in sync. (A partial resync is the resynchronization of only the necessary data to
establish the new end points and is usually much quicker than a full resync.)

RESULT

* Mirror 1: Server B — A (partial resync)

* Mirror 2: Server B — C (copy intent log from Server A, partial resync)

Server A

Manual switchowver
To Server B

Volume X: Mirror 1 - Tﬂl‘g&t

Server B Server C

Mirror
Reverses

7 Replication

.

s Mew Mirrer Established g
Mirror Source {Partial Resync) Mirror 2 - Target

Volume X;

Volume X:

Source Server Failure — Manual Switchover to a Target
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Server

In the event the active (source) server fails, DataKeeper allows you to make Server B become the active
(source) server. The following actions will occur:

1. Server A fails.

2. Administrator initiates a switchover to Server B via the “Switchover Mirror” option in the
DataKeeper Ul.

3. Server B deletes the local side of the mirror and creates a new mirror from Server B to Server A.
4. The mirror between Server A and Server C is deleted.
5. A new mirror is established between Server B and Server C.

6. When Server A comes back up, Server A detects that Server B became the source of the mirror
while Server A was down and Server A automatically becomes the target of the mirror.

RESULT
* Mirror 1: Server B — A (partial resync when Server A comes back up)

* Mirror 2: Server B — C (partial resync)

Server A

Server A Fails

Switchowver to
Server B

Mirror 1 - Target1

Mirror Reverses
Server B “Sewerawii. A Server C

become targ&r/

/7 * Replication

H Mew Mirror Established ;
Mirror Source {Partial Resync) Mirror 2 - Target
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8.9.3. Working With Jobs

Jobs

Renaming a Job

Deleting a Job

Reassigning a Job

Switching Over a Mirror
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8.9.3.1. Jobs

For ease of use and configuration, SIOS DataKeeper does much of its management of mirrors through

an entity called a job. A job is a logical grouping of related mirrors and servers. This feature allows you
to create a job for complex repetitive tasks and run them quickly from the SIOS DataKeeper user
interface.

Mirrors that are related should be placed in a single job. For instance, multiple mirrors protecting an
application like SQL Server should be placed in the same job. Mirrors that are unrelated should be
placed in separate jobs.

Note: Mirrors created in previous versions of SIOS Data Replication will be imported as individual jobs.
The administrator must take care to edit these jobs to ensure that mirrors are logically grouped together.

Summary of Test 1 - Creating Mimors
T Test1 has 1 mirrors

Job na'ne _ Test 1

Job descnpton: Creating Mimors

Servers; HERON. EGRET

Job state: &4 Mirroring
Source Sz,rstaml Target System | Target Volume Source IP I Target IP I State Fesync Remaining
Source volume Y

EGRET HERON Y 17217108164 172.17.108163 | Mironng 0.00 KB

4 | »]
Mirror type: Asynchronous

File system: NTFS

Disk space: 14662 GB
Compression: Mone

Maximum bandwadth: g khps

Page 312 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.9.3.2. Renaming a Job

1. Select the job in the left Console Tree pane of the main DataKeeper window.

2. You can select Rename Job from the Actions pane or right-click on the selected job and choose
Rename Job from the menu that displays.

3. Enter the new Job Name and new Job Description.
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8.9.3.3. Deleting a Job

1. Select the job in the left Console Tree pane of the main DataKeeper window.

2. You can select Delete Job from the Actions pane or right-click on the selected job and choose
Delete Job from the menu that displays.

3. Select Yes to delete the selected job and associated mirror(s).
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8.9.3.4. Reassigning a Job

Use the Reassign Job function to move an existing mirror from one job to another without deleting the
mirror.

1. Select the job from the middle Summary panel.
2. Right-click and select Reassign Job or select Reassign Job from the Actions panel.

3. Select an existing job from the Existing Jobs dropdown list and press the Assign Job button.
The new job assignment will display in the middle Summary panel.

Note: You can also choose to Create a New Job from this dialog if you do not want to use an existing
job.
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8.9.3.5. Switching Over a Mirror

The Switchover Mirror function enables you to switch over all the mirrors in a job or just one of the
mirrors in a job. A “mirror” includes all variants for mirrors such as standard single-target replication and
complex geometries such as multi-target replication and shared node sources and targets. These
complex mirror configurations and geometries actually implement a related collection of individual
mirrors working as a single unit.

Note: Before switching over a mirror to the current target system, the mirror must be in the Mirroring
state. Please see the Requirements for Switchover table below to understand switchover requirements
in multiple target and shared source/target configurations. Please use the DataKeeper GUI to view the
state of the mirror; the WSFC GUI will not provide that level of detail and will state that the resources are
on-line (Green) even when the mirrors are not in the mirroring state.

1. Select the job in the left column tree pane.
2. Right-click on the selection and select Switchover Mirrors.

3. A dialog displays allowing you to designate which node/host(s) in the selected job or mirror should
become the new mirror source.

In the case of complex mirrors, it is valid to choose either a shared peer of the current mirror
source or any one of the active targets that are currently in the mirroring state. Choosing a shared
peer of an active target or one that is not currently mirroring will result in an error and leave the
current mirror status and configuration unchanged.

4. An hour glass will appear over the mirror icon in the left tree panel.

5. You can confirm the switchover is complete by checking the mirror status in the Summary panel.

Note: If the Switchover option is grayed out (not available), this could mean the volume is under
clustering protection (Microsoft clustering or SIOS Protection Suite clustering).

Requirements for Switchover

Configuration | Example

. . Switchover Action Requirements for Switchover
Type Configuration

Allowed if mirror is in MIRRORING

Single Target A—B Switchover to B STATE

Switchover to B Allowed because A—B mirror is in
A MIRRORING state

— B (mirroring)

Multiple Target

A — C (paused) Switchover to C Not allowed
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Shared Source/
Target

*$1,52,S3
— *T1,T2

(S1 is current
source)

(T1 is current
target)

Switchover to shared source
(S2 or S3)

Always allowed

Switchover to current target
(T1)

Only allowed if mirror in MIRRORING
state

Switchover to shared target
(T2)

Not allowed — Switchover will fail
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8.9.4. Working With Mirrors

Managing Mirrors

Pause and Unlock

Continue and Lock

Partial Resync

Break

Resync

Deleting a Mirror

Replacing a Target

DataKeeper Volume Resize

Mirror Properties

Changing the Compression Level of an Existing Mirror
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8.94.1. Managi_ng Mirrors

From the Actions pane, you can select a job and manage all the mirrors in a job, or you can perform an
action on a single mirror in a job.

After selecting a job, you can:

» Pause and Unlock All Mirrors

e Continue and Lock All Mirrors

e Break All Mirrors
» Resync All Mirrors
« Switchover All Mirrors
The target-level actions (at the bottom of the Actions pane) are for individual mirrors. For example, if

you have a job with two mirrors and you select one of the mirrors then choose the target Pause and
Unlock Mirror action, only the selected mirror would be paused.
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8.9.4.2. Pause and Unlock

This command pauses the mirror and unlocks the volume on the target system. You may wish to unlock

the target volume in order to make a backup of the volume.

Warning: Any writes to the target volume while it is unlocked will be lost when the mirror is continued.

Note: If replacing the target volume, either break the mirror or delete the mirror in order to ensure a full

resync of the data from the source volume to the new target volume when the new target volume is in
place. See Replacing a Target for further information.

The Continue and Lock command will relock the target volume, perform a partial resync.

1. Select the job that contains the mirror you want to unlock.

2. Right-click on the job selection and choose Pause and Unlock All Mirrors or select Pause and
Unlock All Mirrors from the Actions task pane.

3. Select Yes to pause and unlock all mirrors in the selected job.
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8.9.4.3. Continue and Lock

This action locks the volume on the target system and then resumes the mirroring process.

While the mirror is paused, writes on the source system are recorded in the SIOS DataKeeper Intent
Log. When the Continue and Lock operation occurs, these changed blocks — along with any blocks that
also changed on the target volume — are sent from the source to the target, and the mirror is
resynchronized in what is called a Partial Resync.

Warning: Any writes to the target volume while unlocked are lost when the mirror is continued.

Note: If replacing the target volume, either Break the mirror or Delete the Mirror, which requires either a

Resync or Recreate instead of Continue and Lock. See Replacing a Target for further information.

1. Select the job that contains the mirror you want to continue.

2. Right-click on the job selection and choose Continue and Lock All Mirrors or select Continue
and Lock All Mirrors from the Actions task pane.

3. Select Yes to continue and lock all mirrors in the selected job.

4. The mirror state will change to Mirroring in the Mirror Summary window.
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8.9.4.4. Partial Resync

A partial resync is the resynchronization of only the necessary data to establish the new end points and
is usually much quicker than a full resync.
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8.9.4.5. Break

Breaking a mirror is similar to the Pause and Unlock function. It suspends mirror operation and unlocks

the target volume for read/write access. The difference is that the Break operation marks all bits in the
DataKeeper Intent Log as dirty, which forces a full resync to occur when the mirror is resync’ed to
resume mirroring.

Warning: Do not write to the target volume while the mirror is broken. Any writes to the target while the
mirror is broken will be lost when the mirror is resynchronized.

1. Select the job that contains the mirror you want to break.

2. Right-click on the job selection and choose Break All Mirrors or select Break All Mirrors from the
Actions task pane.

3. Select Yes to break all mirrors in the selected job.

4. The mirror state will change to Broken in the Mirror Summary window.

Note: The Resync command will relock the Target volume, perform a full resync and resume the
mirroring process.
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8.9.4.6. Resync

Use this command to re-establish a broken mirror. A full resync will be performed.

1. Select the job that contains the mirror you want to resync.

2. Right-click on the job selection and choose Resync All Mirrors or select Resync All Mirrors from
the Actions task pane.

3. Select Yes to resync all mirrors in the selected job.

4. The mirror state will change to Mirroring in the Mirror Summary window.
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8.94.7. Deleting a Mirror

This action discontinues replication and removes the mirror from the associated job. The target volume
is unlocked and made fully accessible.

1. Select the job that contains the mirror you want to delete.

2. Right-click on the mirror and choose Delete Mirror or select Delete Mirror from the Actions task
pane.

3. Select Yes to delete the mirror.

4. The mirror will be deleted and removed from the associated job.

Note: If the Delete Mirror option is grayed out (not available), this could mean the volume is under
clustering protection (Microsoft clustering or SIOS Protection Suite clustering).
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8.9.4.8. Replacing a Target

When replacing the target volume, you must delete the mirror in order to ensure a full resync of the data

from the source volume to the target volume when the target volume is back in place. Deleting the mirror
discontinues replication altogether removing the mirror from the job so that when your mirror is recreated
with the new target, a full resync will be performed.

Using the DELETE Command

1. Select the mirror that contains the target you want to replace.

2. Right-click on the mirror and choose Delete Mirror or select Delete Mirror from the Actions task
pane.

3. Select Yes to delete the mirror.

4. Once new target is in place, recreate the mirror.

Note: If an entire Server/Target is being replaced, please ensure the following registry key from
the Source node is exported and merged to the new Target.

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\
Jobs\

This will ensure that the configurations for the mirrors are identical on the Source/Target(s) and
are available for switchover in Windows Server Failover Cluster (WSFC).
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8.9.4.9. DataKeeper Volume Resize

DataKeeper allows users to extend and shrink their DataKeeper volumes dynamically while retaining
mirror settings. Once the resize is complete, a partial resync will be performed.

Note: This resize procedure should be performed on only one volume at a time.

! WARNING Do NOT attempt to perform the resize in releases prior to DataKeeper for
Windows v7.4.

Restrictions

» DataKeeper does not support changing the disk type of the physical disk where a mirrored volume
is located (for example, Basic Disk to Dynamic Disk — mirror must be deleted prior to creating
your dynamic disk).

» DataKeeper does not support third-party partition resizing products.

» DataKeeper does not support volume resizing on shared volumes configured on Dynamic Disks.
Windows cannot reliably use a shared Dynamic Disk.

Non-Shared Volume Procedure

Example configurations for using this procedure include the following:

Disk-to-Disk
One-to-One

One-to-Many ‘Multiple Targets’
Many-to-One

To resize your DataKeeper volume in a non-shared volume configuration, perform the following steps.
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* Starting in v8.7.2, DataKeeper will automatically pause mirrors that are being resized if
you do not manually pause them.

1. Pause all mirrors and unlock all target volumes via the Pause and Unlock mirror option in the
DataKeeper Ul.

Note: A mirror must be in a “mirroring” state in order to Pause or Unlock it.

2. Using the Windows Disk Management utility, increase (or decrease if allowed by the Operating
System) the volume size on the source system by selecting “Extend Volume” or “Shrink
Volume” in the Resizing Wizard. Once that resize is complete and verified, resize the target
system(s). Make sure that the raw volume size of each target is greater than or equal to the
size of the source volume.

Note: The Windows Disk Management utility will take longer to start on the target node based on
the number of drives. Because the Windows operating system has error condition retries built in
when a volume is locked, the speed with which it starts on the “locked” target node is affected.

Note: After the resizes on the source and target you will need to run a Rescan in Disk
Management. Then, you will need to run the following on each system in the cluster so that
DataKeeper sees the new volume size:

* Go to a command prompt (run as administrator)

* cd extmirrbase
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« emcmd . updatevolumeinfo <enter-volume-letter>

3. Verify the Source and Target are the same size or the Target is larger using one of the following

methods.

Method 1

Review the Total Capacity of the Source/Target in Disk Management.

* View the “unlocked” drives in Disk Management. The Total Capacity (in bytes) must be equal

on the Source and Target or the Target must be larger.
» Select the drive, choose Properties and view Capacity. Capacity equals Total Capacity as

also reflected in the ememd . getvolumeinfo output.

[Mw&ﬁu]ﬁvﬂu\feﬁonsl@udal&dmize
General | Took | Hardware | Shaing | Securty

& | |
Type: Local Disk

File system:  NTFS

[l Used space: 1.659,170.816bytes  1.54GB

B Free space: 3706388480 bytes  345GB

495GB

5,365,559 296 bytes

Drive E:

[] Compress this drive to save disk space

[] Allow files on this drive to have contents indexed in addition to
file properties

[ ok ][ Comead ][ mopy

-

If any of the aforementioned steps are NOT yielding the proper sizes after resizing, please perform

any of the following:

* In Disk Management, Offline the Disk in question (e.g. Disk 1, Disk 2), then Online the Disk.
This will update the partition tables to reflect the correct sizes.

! If performing this on the Source, you may not be able to access an Offline Disk.
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* Reboot the Target to reflect the size changes.
» Use DISKPART to ensure the resize changes get accurately propagated:
From an elevated Administrator command prompt:
* type DISKPART
* DISKPART?> list volume
* DISKPART> select volume #
Note: # is the number of the affected volume which can be found with list volume.
* DISKPART> extend filesystem
Now the file system size should match the new partition size.
* Type “Exit” to return to your command prompt

Upon completion, from the DataKeeper Ul, select “Continue and Lock All Mirrors”.

Method 2

To ensure that the Source and Target are the same size or the Target is larger, perform the
following:

Use the getvolumeinfo command:

emcmd <system> getvolumeinfo <volume letter> 1

The “1” at the end of this command is used to display “level 1” information including
the total space of the volume.

Example: C:\Program Files (x86)\SIOS\DataKeeper>emcmd Sourceservername

getvolumeinfo e 1

Output:

—- LEVEL 1 INFO —-

Volume Root = E:

Last Modified = Sun Jan 10 23:21:40 2021

Mirror Role = SOURCE
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Label = SQL Data

FileSystem = NTFS

Total Space = 4291817472

Num Targets = 1

Attributes : Oh

In order to filter the other Volume attributes and only display “total space” for the source use
“findstr Total”

Please refer to the following example:

Filter for the Source Example

C:\Program Files (x86)\SIOS\DataKeeper>emcmd Sourceservername

getvolumeinfo e 1 |findstr Total

Output:
Total Space = 4291817472

Filter for the Target Example

C:\Program Files (x86)\SIOS\DataKeeper>emcmd Targetservername

getvolumeinfo e 1 |findstr Total

Output:
Total Space = 4291817472

* These examples will display the Total Space/Total Capacity.

If the Target is Locked, Access is Denied or Not Available then your output will reflect:

Output:
Total Space = N/A

Note: The Total Space will sometimes yield a Total Space value when locked.

Method 3

From an elevated Administrator command prompt, execute the following:

emcmd . updatevolumeinfo <volume letter>
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* This command causes the SIOS DataKeeper service to query the driver for the
correct mirror state. This command is useful if the DataKeeper GUI displays
information that appears to be incorrect or not up-to-date and is also useful with
updating the Disk Management Ul.

4. Continue and Lock the mirrors after volumes have been resized. The mirroring process should

resume and a partial resync should occur.

Shared Volume Procedure — Basic Disk

This resizing procedure will work on shared volumes if the shared volume is configured on a Basic Disk.

Example configurations for using this procedure include the following:

* Shared Volume — More than one system has access to the same physical storage. This

shared volume can be either on the source side of the mirror or on the target side.

N-Shared-Disk Replicated to One

N-Shared-Disk Replicated to N-Shared-Disk

N-Shared-Disk Replicated to Multiple N-Shared-Disk Targets

If there is free space on the disk, the volume can be extended to use the additional space.

Pause all mirrors and unlock all target volumes via the Pause and Unlock mirror option in the

DataKeeper Ul.

Shut down (power off) all shared source and/or shared target systems. (Note: Current source and
current target systems should not be shut down.)

Change the volume sizes as noted above in the Non-Shared Volume procedure.

Continue and Lock the mirrors after resizing has completed.

Power on all shared systems. The new volume configuration will automatically be recognized.

Error Handling:

1.

After performing the Continue and Lock, if the GUI abnormally maintains the “Paused” mirror
state, check the system logs on both source and target nodes.

DataKeeper will prevent a mirror resync from starting if the target volume is smaller than the
source volume. If the system logs show such an error, the target volume must be unlocked
manually via the UNLOCKVOLUME command, and the volume must again be resized making sure

that the volume size of the target is greater than or equal to the size of the source volume. Then
proceed with the Continue and Lock step above.
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3. DataKeeper, upon continuing the mirror, will reallocate the bitmap file and in-memory bitmap
buffer using the new volume size. In the event DataKeeper is unsuccessful in reallocating the
bitmap buffer — due to insufficient memory resources on the source or target — the mirror will be
placed into a ‘Broken’ state which will require a FULL resync.

4. Once resizing a volume has begun, there is no way to back out of the resizing feature and the
associated error handling as DataKeeper will have to reallocate the bitmap file and in-memory
bitmap buffer. Any failure of this reallocation procedure will break the mirror and force a FULL
resync.
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8.9.4.10. Mirror Properties

Select a job in the Job Summary pane and right-click to choose Mirror Properties.

= Mirror Properties

General
Job name: w2k3vmil
State: 4 Mirrcring
Comprassion: J
1 1 1 1 1 1 1 1 1
Highest
Maximurn bandwidth: ||:| kbps

Changes made to mirror properties will be distributed to all
related target and shared systems.

Source: P on PELICAN.QATEST.COM

SOUrCE SEMver: PELICAN.QATEST.COM
Source IP: 10.17.103.134

Disk space: 11.41 GB

Shared hosts: SANDPIFER.QATEST.COM

MIGEL.JATEST.CCM

Target: P on FLAMINGO.QATEST.COM

CrrrerTar FLAMINGD.QATEST.0OM
Target IP: 10.17.103.35
Shared hosts: SANTANA.QATEST.COM

OK I Cancel | Apply |

This dialog displays the following information about the job, source and target systems:

 Job Name

» State (current state of the job; for example, Active)

+ Source System
o Server — name of source server
o Source IP — IP address of source server
o Disk Space — capacity of the source volume
o Shared Hosts — other systems that have access to this volume via shared storage

+ Target System
o Server — name of target server

o Target IP — IP address of target server

You can modify the following settings through the Mirror Properties dialog:
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+ Compression Level — specifies the compression level for the given mirror. The value can be set
from lowest to highest. We recommend a level of “Medium low”, but users should test several
different settings to see what level works best in their specific environment. Compression is
typically not required for LAN connections > 100 Mbps.

Note: Any changes made to the compression level setting are automatically propagated to all the

systems listed in the Mirror Properties display.

+ Maximum Bandwidth — Specifies the maximum amount of network bandwidth (in kilobits per

second) that a particular mirror is allowed to use. A value of 0 means unlimited.

Note: In a multi-target configuration where A is mirroring to B and C, the properties of the mirror
between B and C cannot be set until B or C becomes the source.
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8.9.4.11. Changing the Compression Level
of an Existing Mirror

The compression level of the mirror is set during mirror creation and applies to that specific mirror only.

To change the compression level of an existing the mirror, edit the properties of the mirror from within
the DataKeeper GUI.

1. Select the mirror and click on Edit.

2. Change the compression level by dragging on the slider button.

The values change from lowest to the highest. We recommend a level of “Medium low”, but users should
test several different settings to see what level works best in their specific environment.

Also note that by changing the parameter as the comment suggests in the dialog, the compression
properties will be propagated to all the systems listed in the Mirror Properties display.

= Mirror Properties

General
Job name: w2k3vmil
State: 4 Mirrcring
Comprassion: J
1 1 1 1 1 1 1 1 1
Highest
Maximurn bandwidth: ||:| kbps

Changes made to mirror properties will be distributed to all
related target and shared systems.

Source: P on PELICAN.QATEST.COM

SOUrCE SEMver: PELICAN.QATEST.COM
Source IP: 10.17.103.134

Disk space: 11.41 GB

Shared hosts: SANDPIFER.QATEST.COM

MIGEL.JATEST.CCM

Target: P on FLAMINGO.QATEST.COM

Target server: FLAMINGCOL.QATEST.COM
Target IP: 10.17.103.35
Shared hosts: SANTANA.QATEST.COM

oK I Cancel Apply
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8.9.5. Working With Shared Volumes

Manaqing Shared Volumes

Adding a Shared System

Removing a Shared System
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8.9.5.1. Managing Shared Volumes

Once your mirrors have been created, DataKeeper allows you to manage your shared volumes. By
choosing Manage Shared Volumes from the DataKeeper GUI, you can add another system, which is

sharing a mirrored volume, to a job. It also allows you to remove a shared system from a job. These

systems can exist on either the source side or the target side of the mirror.

To add or remove a system that is sharing a mirrored volume on either the source or target end of a
mirror, select the job that you want to manage and highlight the mirror that contains the volume that is to
be edited.

If a volume is mirrored to more than one target and you want to add or remove a shared system on the
source side of the mirror, you can choose any of the mirrors, since they all refer to the same source
volume. Choose the Manage Shared Volumes action for that mirror, and the Shared Volumes dialog
will appear.

If you want to add or remove a shared system on the target side of the mirror, you must select that
specific mirror.

Source Shared Volumes

&

Source servern first1simulated.org
Target Shared Volumes Source IP addres=: 110.1.0.1

Source volume: w

Choose the systems that have volumes which are shared with the system above.
Uncheck the "Include” box if any system should not be included in the job. Shared
volumes are required to be configured using the same subnet as their peers. If any
systems do not have an IP address on the selected subnet, their IP address will be
displayed as empty. These systems cannot be included in the job using this subnet.

Include Server Veolume Source IP / Mask
first2.simulated.org W | 110102/ 8 IT |
W first3.simulated.org w 1110.1.03/8 M
[ firstd.simulated.org W | 110104 /8 ]T|
Connect to Server
| Next || Cancel |
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8.9.5.2. Adding a Shared System

To add a shared system to either the source or target side of a mirror, you must be connected to that

system. You can connect to the system prior to starting the Manage Shared Volumes dialog, or you can
click Connect to Server from within the dialog. In either case, if there are shared volumes that exist on
that system that match either the source or target volume, the system and its matching IP address will
be displayed in the correct page of the dialog. Leave the Include box checked to include the system in
the job configuration and choose the correct IP address to be used for that system.

If a shared system does not have an IP address whose subnet matches the existing mirrored systems,
the IP Address field will be blank and the Include box will be unchecked. You must reconfigure the
system so that it has an IP address on that subnet. Then try adding the shared volume again.

When you click Done after adding a new shared system, it will be added to the job. If there are multiple
mirrors in place, you will be asked to provide the network addresses to be used between the newly-
added system and all other targets.
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8.9.5.3. Removing a Shared System

To remove a shared system from either side of the mirror, bring up the Manage Shared Volumes dialog
and uncheck the Include box for the system to be removed. When you click Done, the job will be
updated so that the system is not part of the job.

Warning: If a shared system is removed from the source side of the mirror, the source volume is now
accessible on multiple systems and simultaneous access of the source volume could result in data
corruption.
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8.9.6. Using Microsoft iISCSI Target With
DataKeeper on Windows 2012

The following topics will guide you in setting up Microsoft iISCSI Target with DataKeeper via the user

interface.

* NOTE: This configuration is not supported in a VMware ESX environment.

/~isCSlInitiator

ey DK Volume E ;

Installation of the iISCSI Target

Creation of Mirror and Configuration of Cluster
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Creation of iSCSI Virtual Disks

Setup of iISCSI Initiator on Windows 2012
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8.9.6.1. Installation of the iSCSI Target

1. From the Server Manager menu, select “Add Roles and Features” from the “Manage” drop-

down.

Manage Tools View

Add Roles and Features

Remaove Roles and Features

Add Servers
Create Server Group

Server Manager Properties

2. Select the “Role-based or feature-based installation” option.

3. From the list of servers presented, select the appropriate server.

4. On the “Select Server Roles” screen under “Server Roles”, navigate to and select “File and
iSCSI Services” | “iSCSI Target Server”. Note: “File and iSCSI Services” is in the tree
hierarchy under “File and Storage Services” which is typically shaded and difficult to find.

Select server roles

Before You Begin Select ane or mone roles b0 irdtall on the selected sener,

Installiation Type Rales

SR i File &nd Storage Services [Irstalled)
m A v File and iSC5] Senices

Features [ File Server
L BranchCache for Metwork: Files
[[] Ciata Dieduplication
[ DFS Namespaces
[] DFS Replication
L] File Server Resource Wansger
[] File Server W55 Agent Service

Confirmaticn

] i5C51 Target Storage Provider (VDS and W5
[ Sergar for MFS
W SlOrege Sarvidi netallizgd]
O Hyper-¥
e

Ly

DESTINATION SERVER
CAE-QA- I3 0ACROUSC0M

Description
SICSI Target Senver provides services

and management tocls fer ISC5I
targets.

5. Click “Next” twice to get to the “Install” button to be able to install the role.

6. The feature will install and the progress will be shown.

7. Upon completion, the message “Installation succeeded” will be displayed.
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8. Repeat these steps for all servers in the cluster.
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8.9.6.2. Mirror Creation and Cluster
Configuration

1. Create your DataKeeper volumes and your cluster. See Creating a DataKeeper Volume

Resource in WSFC for reference.

* IMPORTANT: The iSCSI Target Role only supports DataKeeper Volumes that are
mirrors of Simple Volumes placed on Basic Disks. If any of your mirrors are using
volumes such as Striped or Spanned volumes on a Dynamic Disk on either the source or
target system, then you cannot create an iSCSI Target role that uses those DataKeeper
Volume resources for storage.

2. From the Windows Failover Cluster Manager Ul (cluadmin.msc), select Configure Role and
navigate to the screen to select the iSCSI target role.

& Select Fole

Besfore ffou Begin Sebesct the ke thal pou veant o configure for high eveilatility:

Clmnd fuccess Paint i'-DHl:F"EIH'«'IH Drazciphion:

Select Storage o= Disibuted Transaction Comdinato [DTC] AniSCS| Tanget provides SC51 Siorage
Corfumation i Fibe: S arve orwer TLFAP.

Eeriigus High 3 Genen: sogicalion

Aowailability _' Geneic Soapl
i Genenc Service
& HyperV Rephos Bioke:

Summary

[<evos || Heas || Cocd |

3. Select iSCSI Target Server role and select Next.

4. The Client Access Point page appears. Type the Client Access Point name and IP address for
the iISCSI Target Server instance.

«¥» IMPORTANT: This name and IP address will be used later by clients to access the
server address, so it should be recorded in DNS. This is very important for the servers to
be able to resolve these names.

5. On the Select Storage dialog, select your DataKeeper volume(s).
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6. With the next set of screens, you should be able to complete the configuration.

7. Following setup, from the Failover Cluster Ul, add dependencies for the DataKeeper volume(s).

a. Click on Roles in the left pane, then click on the iSCSI Target Server resource in the top

center pane.

b. In the lower center pane, select the Resources tab, then right-click on the Name: <client

access point name> under the Server Name heading and select Properties.

c. Select the Dependencies tab and add the appropriate DataKeeper volume(s) as dependencies.

<]

v % JEFRSCSI1

MName Status
Server Name
& Name: J : T

: Ering Online

Other Resource !
Take Cffline
ﬁ, Datakes

SCSIT <, Information Details...

Show Critical Events

S 15CS1 Tz

Mare Actions

Remowve

]| 3¢ | 3 | &8 | 6 G

Properties

i
;
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General | Dependencies | Policies | Advanced Policies

Specify the resources that must be brought online befaore this resource can
be brought online:
ANDAOR  Resource
IP Address 172.17.104.151
AND Datakeeper Volume E

Click here to add a dependency

| Inset

IP Address 172.17.104.151 AND DataKeeper Volume E

8. Setup is complete. Proceed to the iISCSI Virtual Disks configuration.
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8.9.6.3. Creation of iSCSI Virtual Disks

Perform the following on the primary server, wherever the iSCSI Target server is online at the
moment.

1.

From Server Manager, navigate to File and Storage Services and select iSCSI. Click on the link
“To create an iSCSI virtual disk, start the New iSCSI Virtual Disk Wizard’. (Alternatively, select
New iSCSI Virtual Disk from the TASKS drop-down menu on the upper right of the screen.) Note:
Windows Server 2012 Server Manager inherently takes some time to display or update the
information presented to the user.

iS05] VIRTUAL DISES
-] Sorvers E S5) iy s | 8 nonl s =
[] wclumes.
i [usks
“ Srcrage Pook To conare an GO wirmuod diak, pirt the Mlew (505 Wisual Sk Wi
Shares
EEN

On the New iSCSI Virtual Disk Wizard, you will see the server and the volume. Select the
DataKeeper volume and click Next. (Note: The server name is the name created in the previous
step and the volume is the DataKeeper volume exposed.)

Select ISCSI virtual disk location

R

ISCSI Wirtual Disk Mame Sereer Mame Starhus Chster Rale Chamier Mode
TESTISCSI2 Online 305 Target 5. LEXGQAGROUR.COM

D Tha st i Slbared 1o shaw erly dirvart wilk the SC5 Target Seser robe inikalled

Stormge locaion:
W Select by wolume:

Wohane Frem Space  Capacty  File System

The iSC5] wirtusl disk will be saved ot WSCHYrbualDisk on the selected valume,
| Iype a custom path:

[ Browse.. |
< Pressous | et = | Creats Cancel
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3. Follow the next panel to configure the iSCSI Virtual Disk.
a. Specify iSCSI Virtual Disk Name.

b. Specify iISCSI Virtual Disk Size. (Note: Multiple files can be created. If file size spans the
entire disk, the OS may warn that disk is low since the VHD file(s) created can consume the entire
disk.)

c. Designate whether the iSCSI Virtual Disk will be assigned to an Existing iSCSI Target or a
New iSCSI Target on the Assign iSCSI Target screen. (See below for an explanation on when
to select Existing iSCSI Target.)

d. Specify iSCSI Target Name.

e. On the Access Servers screen, select Add. Add the iSCSI Initiators that will be accessing this
iSCSI Virtual Disk. Note: The iSCSI Initiators should be added one at a time.

4. Once all the answers have been provided, the iSCSI virtual disk/target creation is complete.
Proceed to configuration of the iSCSI Initiator.

Setting Up Multiple Virtual Disks Within the Same Target Name

It is also possible to set up multiple iSCSI virtual disks within the same iSCSI target name. Whenever an
iISCSI initiator connects to such a target, it will connect to all of the virtual disks that have been assigned
to that name.

You need to have a plan ahead of time that describes which files you want to create and whether those
files should all be accessed simultaneously or if the disks need to be accessed separate from one
another.

To set up multiple virtual disks within the same target name, on Step 3c, instead of selecting New iSCSI
Target on the Assign iSCSI Target screen, select Existing iSCSI Target and specify the iSCSI target
name that was created previously. This target name will appear in the list of “targets” when an iSCSI
Initiator connects to the iISCSI Target Server. If a target has more than one virtual disk associated with it,
then the initiator will get a connection to each of those disks (they will appear as a new Disk in Disk
Management).
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8.9.6.4. Setup of iSCSI Initiator on Windows
2012

Once the virtual disks/targets are created, each of the cluster servers must initiate a connection to them
via Microsoft’s iSCSI Initiator.

1. From “Administrator Tools” in “Server Manager”, start “iSCSI Initiator”.

2. Select the “Targets” tab and enter the Network Name or IP address of the clustered iSCSI
Target created in the previous step. Select “Quick Connect”.

Targets | Discovery | Favorite Targets | Wolsmes snd Devices | RADILS | Corfiguration |
ik, Cormect

To discover and kg on bo o tanget wEing & Bk conrscbion, typss the TP addoess oF
DNS name of the target and then dick Qauick Conresct.

Target: | tashicrsi
Ciscovened bargets

Pl

To corwmict uiing achanced apbcee, selact a targed and Ehan
click Canreck.

To completely disconnect & target, selsck the berget and
then chck Discormect,

Desconnect

For barget properties, including configuration of sessions, Eropertias
salect the barget snd dick Propesties,

For configuration of devioss sssocisted with & target, selsct

the barget and then dck Ceneices, Eotesiu

3. New panel should indicate that “Login has succeeded”. Click OK to hide the panel.

4. Start “Disk Manager”. The new iSCSI virtual disk will be displayed and can be initialized.
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5. Right-click on the disk(s) to bring it online.
6. Initialize the disk(s).
7. Create the new volume and assign the drive letter.

8. Configuration is now complete.

SI0S DataKeeper Cluster Edition - 8.8.0
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8.9.7. DataKeeper Notification Icon

Mirror Status Notification

The DataKeeper Notification Icon is an application that will show a summary of your DataKeeper mirrors
in the Windows Notification Tray. The icon displayed indicates what conditions have been detected, with
the following priority.

« & Error: An error condition, such as split brain (requiring manual intervention), has been detected.

. & Warning: This indicates that there is a condition that may require administrative intervention,
such as a mirror being paused or broken, or a transient split-brain condition.

. IQI Resync: This indicates that a mirror is in the resync or resync pending state.
. & Mirroring: This indicates that all mirrors are in the mirroring state.

- &4 Disabled: This indicates that status updates are no longer occurring. During this state none of
the other status conditions will be displayed.

More details about these conditions can be found by hovering over the DataKeeper Notification Icon,
such as how many mirrors are in each state, or the nature of the detected error condition. Some
examples are shown below.

1 split brain(s) detected!
Check the Datakeeper User Interface

334PM
* @ ynams ’

2 split-brain(s) auto-resolving
Launch DEHealthCheck for info

< g 8P ’

11/13/2015

---Mirror States---
Mirrar: 1
Paused: 1

: 331 PM
) 130015

Note: The DataKeeper Notification Icon uses DataKeeper jobs to determine which remote
systems to poll for information. Only the status of mirrors in jobs that contain the node on which
the DataKeeper Notification Icon is running will be reported.
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Local Configuration Errors

The DataKeeper Notification Icon also checks the local system for certain configuration errors. If any are
detected, the icon changes to an Error and the hover-over text says to Right-click and choose “Display

Local Configuration Errors”.

Right-clicking the EMTray icon will show the following menu:

Display local configuration errors
Launch DataKeeper GLI

Launch License Manager
Launch Health Check

Gather Support Logs

Set Refresh Rate

Dizable Status Updates

Exit

3:30 PM

-~ ﬁ @ E] E 45272021

Choosing “Display local configuration errors” will display the configuration error dialog:

Lacal Configuration Errors Detected

Bitmap volume %: does not exist, The DatakKeeper BitmapBaseDir
registry value is set to use this drive,

Mirror Management

In addition to the display functions, the DataKeeper Notification Icon also serves as a shortcut to
managing your DataKeeper mirrors. Double clicking on the DataKeeper Notification Icon will launch the
DataKeeper GUI.

Right clicking will bring up a menu with the following options:

* Launch DataKeeper GUI — Launches the DataKeeper GUI.
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* Launch License Manager — Launches the SIOS License Manager.

» Launch Health Check — Opens a command prompt and runs DKHealthCheck.

» Gather Support Logs — Runs DKSupport and opens an explorer window to the location containing
the new archive.

« Set Refresh Rate — Will allow you to set how often the icon refreshes its state information.

+ Disable/Enable Status Updates — Disables and Enables Status Updates. Requires EmTray to be
run with administrator permissions.

» Exit — Stops and closes the DataKeeper Notification Icon.

Auto-Start at Login

The Notification Icon should automatically appear in the Windows Notification Tray upon logging in to the
node.

To disable this functionality, delete the shortcut to EmTray.exe from the following location:
* C:\ProgramData\Microsoft\Windows\Start Menu\Programs\StartUp

To re-enable this functionality, simply create a shortcut from the EmTray.exe (located at \DKTools) to the
same location above.

Note: By default, Microsoft Windows will hide Notification Tray Icons. You can change this by

going to the ‘Notification Area Icons’ option in Control Panel and changing the settings for the
DataKeeper Notification Icon to ‘Show icon and notifications’
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€ = 1 &+ ControlPanel » Al Cantral Panel ltems » Notification Ares kcons v & | | Sesrch Cantral Panel 2|
(7]
Select which icons and natifications appear on the taskbar
I you choose to hide icons and notifications, you won't be notified about changes or updates. To view hidden icons at any time, cick
the armoe et to the notification srea on the taskdar,
Win Windows Esplorer ; (=
Safiely Rernove Hardware and Eject Media |Only show notiications |
@& Vhware Tools Core Servies — B
Yhtware Teols ||:h.""'I notific 'l
5 Metwork - -
A GROUS COM internet sccess Uridentiied s, | SO icom and natificaions |
U Yoleme - — -
The Audio Service i not running. |§mu-n:n|1 =nd ul
5 Action Center : e
Solve PC mzues: | important message |ﬂ1m|:m #nd vl
[£F  SIOS Datakeeper Motification keon - —
o plliror States-- Miror: 2 |'ﬂ1|.'ll||:n|1.1rlrm:ﬁ:l‘h:u1s -.-l L
w
Tuam gystem icons on of off
Restore default icon behaviors
[ ikbways showe all scons and notifications on the taskbar
Lo || Cmes |
—
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8.9.8. DataKeeper Intent Log files on AWS
Ephemeral Storage

DataKeeper systems that are running on AWS instances which are configured with local instance
storage (i.e. ephemeral disks) can use the instance storage to store DataKeeper intent log files (i.e.
bitmap files). It is important to be sure that when using AWS ephemeral storage, the instance is
configured to automatically initialize that storage at boot time. If not, the ephemeral drive will not be
registered if the instance is ever powered off and then restarted and DataKeeper will not be able to find
its bitmap files.

All SIOS-provided Windows AMI’s in the Amazon Marketplace are already configured to automatically
initialize ephemeral disks at startup. However, some AMI’s do not have disk initialization configured by
default.

Windows systems running in AWS have several ways to initialize ephemeral disks. These mechanisms
are:

1. EC2Config Service: This service is installed on Windows 2012R2 and earlier versions of
Windows. EC2Config automatically initializes ephemeral disks, there is no extra configuration that
needs to be performed.

2. EC2Launch Scripts: For Windows 2016 and later versions of Windows, Amazon provides a set of
tools called EC2Launch. The script that initializes ephemeral disks is found at C:\ProgramData\
Amazon\EC2-Windows\Launch\Scripts\InitializeDisks.ps1. To schedule it to be run at boot time,
run the script with the “-Schedule” option. To initialize ephemeral disks immediately, run the script
without any options.

3. EC2Launch V2 Service: For Windows 2016 and later versions of Windows, Amazon also makes
available the EC2Launch V2 service. This service comes with a configuration tool named “Amazon
EC2Launch Settings” which is found in the Amazon Web Services program group:
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Recently added

&\ DiskExplorer for NTFS

A

- Amazon Web Senaces

i-i Amazon EC2Launch settings
i-i AWS Tools for Windows

,'! Windows PowerShell for AWS

DiskExplorer for NTFS

Ec2launchSettings

kDiff3

Search

Server Manager

[F5=" Administrato

This tool has a “Volumes” tab which allows you to choose to initialize the disks at the start of the
EC2Launch V2 service (at boot time).
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1 Amazon EC2Launch settings >

| General | DNS suffix | Wallpaper | Volumes

Initialize volumes = _
[+ Initialize o Al ) Devices

Devices

If you choose Devices, only the devices listed below are initialized. You
must enter the Device for each device to be initialized. Use the devices
listed on the EC2 console, for example, xvdb or /dev/nvmednl. Name,
Letter, and Partition are optional.

Device MName Letter Parbition

DataKeeper will detect whether your system is running in AWS, if it has ephemeral disks attached, and
whether one of the 3 methods above have been used to initialize the disks. If not, a local configuration
error will be displayed in EMTray, the DK GUI and DKHealthCheck.

E Datakesper - [S105 Datakeeperobs]
File Action View Help
& nm HEEE

4] 5105 DataKeeper
Ly Jobs
L Reports

A Datakeeper Job consists of one or more related mimors. A logical grouping of mimors
t? into Jobs allows easy administrative control over the entire group of mirmors.

The following errors have been detected

W19-1.5105.L0CAL: This node is an AWS node and has ephemeral (Instance Store) drives,
but the EC2Launch disk initialization script is not scheduled to run at boot time.

State Name Description
9 Mirroring D
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8.9.9. DataKeeper Target Snapshot

Overview

DataKeeper’s target snapshot feature, integrated with both DataKeeper and DataKeeper Cluster Edition,
is the process of creating point in time copies of replicated volumes allowing access to data on a standby
cluster node without interrupting data replication from the source system. Data protection is not lost for
any period of time. Enabling target snapshot allows data to be used on an otherwise idle target node
without negatively impacting the performance of the source.

Without target snapshot, DataKeeper and DataKeeper Cluster Edition are able to maintain a real-time
replica of their source system’s data on the target system. However, this replica cannot be accessed
without pausing the mirror and unlocking the target system. Mirror failover and switchover cannot occur
while in this paused and unlocked state, making the protected application less highly available.
Application-consistent target snapshot allows access to data on the target system while maintaining high
availability of the running application on the source system. The mirror remains in the mirroring state
and continues to update the target volume with all writes from the source. Target snapshot integrates
with Volume Shadow Copy Service (VSS) to ensure that the data which is exposed on the target system
is in an application-consistent state.

When To Use Target Snapshot

DataKeeper Target Snapshot is an alternative to using the “Pause and Unlock” command to access data
on your target system. Target Snapshot provides the following benefits that Pause and Unlock does not:

* The mirror remains in the Mirroring state, and data continues to be replicated from the source
system with no interruption.

* Multiple volumes can be snapshotted simultaneously.

+ VSS-aware applications (like MS SQL Server) that are running on the source system are briefly
quiesced using VSS in order to ensure that the data exposed on the Target system is in an
application-consistent state.

How To Use Target Snapshot

Define Snapshot Location on Target system

In order to use the Target Snapshot feature, a Snapshot Location must be defined on the target system
for each volume you plan to access. The Snapshot Location can be defined in the DataKeeper GUI, in
the Mirror Properties dialog. It can also be defined by running the EMCMD SETSNAPSHOTLOCATION
on the target system.

EMCMD <system> SETSNAPSHOTLOCATION <volume letter> “<directory path>”"
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Enable SIOS VSS Provider on Source system

DataKeeper target snapshot uses VSS to quiesce data on the mirror source system. DataKeeper has a
VSS Provider component which is used to accomplish this. However, due to reported interference of the
SIOS VSS Provider with some backup products, the provider is shipped in a disabled state. In order to
take a snapshot, the VSS Provider on the mirror source system must be activated.

To activate the SIOS VSS Provider, run the script Yinstall-siosprovider.cmd” which is located in
“%ExtMirrBase%\VSSProvider”.

After you have taken a Target Snapshot, you may choose to de-activate it on the mirror source system
by running the command “uninstall-siosprovider.cmd” in the same folder. If you are using a backup
product that is incompatible with the SIOS VSS Provider, you should de-activate it using this command
(see Known Issues below for incompatible products). However, if you are not using a product with such
an incompatibility, you can leave the VSS Provider activated. Note: Any DataKeeper update will disable
the provider, it must be re-enabled in order to take a target snapshot after this occurs.

The SIOS VSS Provider is only needed at the time that a snapshot is taken. The snapshot can be left in
place on the target system after the provider has been deactivated, and the snapshot can be dropped
while the provider is deactivated.

Execute the TAKESNAPSHOT command

After the Snapshot Location has been defined for each mirrored volume, and the SIOS VSS Provider is
activated on the source system, the volumes can be made accessible on the target system by running
the EMCMD TAKESNAPSHOT command:

EMCMD <target system> TAKESNAPSHOT <volume letter> [<volume letter>..]

where <target_system> is the name or IP address of the target system, <volume letter> is the drive letter
of one of the volumes to be snapshotted, [<volume letter>...] is the (optional) drive letter of another drive
to be snapshotted at the same time, etc.

* This command/syntax can be run on any source or target system in the cluster. It is
recommended to run the command/syntax on the target system.

How Target Snapshot Works

DataKeeper target snapshot uses a copy-on-write strategy to maintain and expose a view of the volume
at a particular point in time. A snapshot file is used to store the volume information. Configuring the
location of this snapshot file is the first step toward enabling target snapshot.

When the EMCMD TAKESNAPSHOT command is run, DataKeeper will create and mount a snapshot file
in the configured snapshot folder. A request is then sent to the source system telling it to use VSS to
quiesce any VSS writers on the given volume and notify the target when all write operations to the disk
are stopped and the volumes are in a well-defined state.
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Quiescing the Database/Application

The application-consistent capabilities of this feature integrate with Volume Shadow Copy Service (VSS)
to ensure that the data that is exposed on the target system is in an application-consistent state. Once a
snapshot is requested, the VSS service pauses the systems and ensures that all applications modifying
data on disk bring all their files into a consistent state prior to the creation of the snapshot. This is called
quiescing the database/application. Rather than shutting down the database and reopening it in
restricted mode, quiescing temporarily freezes application write I/O requests (read I/O requests are still
possible) for the short time required to create the snapshot. Once in the quiesced state, the snapshot on
each volume is initiated by adding the snapshot message to the driver mirror write queue(s). VSS will
then unfreeze the applications and the volume is unlocked, thus minimizing the amount of time the apps
are quiesced. The user can now perform actions on the target system while the mirror remains in the
Mirroring state and the application on the source system remains highly available.

Read and Write I/0O Requests

The snapshot exists in parallel with the live copy of the volume to be backed up, so except for the brief
period of the snapshot’s preparation and creation, an application can continue its work. Writes to the
target, however, will now be processed differently while the target is in this state.

Data mirroring from the source system will continue uninterrupted, but any new data from the source that
is received after the snapshot is taken will not be visible on the target system until the snapshot is
dropped. This allows an application on the target system to run, using (and updating) data that
represents the source system’s data at the point in time that the snapshot was taken.

Source Write

In order to accomplish source writes, when new data comes from the source, DataKeeper first
determines if that particular block of data has already been written to the snapshot file.

Checks hers first If
empty, onginal datas
copied ta this bleck. then

— T target block 1s —— =
overwritten with ( s "apﬂhﬁt

_— new data. \L—--._ _ - -

Source Write

If the block has not been written to, as shown above, that original block is written to the
snapshot file in order to preserve the snapshot data, then the new data is written to the target.
The result is shown below.
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=
— N

If DataKeeper determines that this block has already been written to the snapshot file, then this
step is skipped and the block is just written to the target. For blocks on the source volume that
are overwritten frequently, the snapshot file only has to be updated once, the first time that

block is written after the snapshot is taken.

Local Write

If local writes are performed on the target (from applications on the target system), these writes
are stored in the snapshot file and do not overwrite any blocks on the replicated volume itself.
(Note: Any local writes stored in the snapshot file will be lost when snapshot is dropped.)

Lacalwrtes are
written ORLY to

/”/\\ the snapslmtﬂle//‘/‘

Local Write

~__ ~_

Target Read Request

Read requests on the target volume will return snapshot data. This is accomplished by first
reading data from the blocks written in the snapshot file. Any blocks that have not been saved to
the snapshot file will be read from the target volume.

Snapshotdata willbe read
//——\ first. If block is blank, data
will be read from Target,
\Te—t-/// J

Snapslln—t//

~_

Page 362 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

Using Target Snapshot

There are three tasks that must be performed when using target snapshot. The snapshot location must

be configured, the snapshot must be initiated, then once target reporting actions are complete, the

snapshot must be dropped.

Configuring the Snapshot Location

When target snapshot is initiated, DataKeeper creates and mounts a file in the snapshot location to hold
the snapshot data. This location must be configured prior to initiating a snapshot. See Files / Disk
Devices / Reqistry Entries below for more information about the mounted snapshot disk(s).

When configuring the snapshot location, make sure it meets the following criteria:
* Is only used when a snapshot is requested.
» Cannot be stored on a DataKeeper mirrored volume.
« Can store multiple snapshot files for different volumes.

» Must have enough free space to create and accommodate a file that will grow depending on the
source mirrored volume size and writes during snapshot use.

Note: Do not change the snapshot location during a snapshot.

Snapshot Location Size

The size of the snapshot location should be determined on an individual basis based on several
criteria. In practice, the size required for the snapshot file will be far less than the size of the
volume being snapshotted. The storage required needs to be big enough to contain any data
that changes on the source system while the snapshot is being used. All snapshot files will be
zeroed out each time a snapshot is initiated and will incrementally grow in size during use. The
files will be deleted when the snapshot is dropped. Given that the copy on write process only
writes “changed” blocks to the snapshot file, consideration should be given to the duration of the
snapshot as well as the rate of change in the volume being mirrored. Once an historical view
can be established of snapshots from past activity, the size can be re-evaluated.

* BEST PRACTICE: Be conservative in your estimate, assuring that there is excess space
available. If enough space is not allocated and the limit is reached, your snapshot will be
dropped.

Snapshot Location Selection

1. Right-click on the appropriate mirror and select Mirror Properties.
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2. From the Mirror Properties dialog, select the Snapshots tab.

Mirror Properties

General Snapshots

Choose folder for the snapshot for a given velume,

Source: E on CAE-QA-V74.QAGROUP.COM

Snapshot Folder I _I

Target: E on CAE-QA-V75.QAGROUP.COM

snapshot Foldar I J

Ok I Cancel | Apply

SIOS DataKeeper Cluster Edition - 8.8.0

* NOTE: DataKeeper will use the snapshot location configured on the target node;
however, since either node in the mirror can become target, the snapshot location may

be configured on both the source and the target.

3. Use the browse J button to choose the location for the snapshot or type the path into

the text box.
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¥ Mirror Properties _ O] x|

General Snapshots |

Choose folder for the snapshet for a given volume,

Source: E on CAE-QA-V74.QAGROUP.COM
Snapshot Folder | J

e —— Browse For Folder E I-
Target: E on CAE-QA-V75.QAGROUP.COM u
Snapshot Folder |

o ”
[# 4 Floppy Disk Drive (A:)
i+ & Local Disk (C:) i
[+ ._.j;.‘. DVD Drive (D)

[+ ._:‘j;i Yolume1 (E:)

F 2 volume? (F2) /
[ @ Volume3 (G:)

[ g Volume3 (H:)

[Mske Rew Folber J ok Cancel

oK canced | apply

When clicking the browse button that corresponds to the system where the GUI is
running, the Browse for Folder dialog will appear. When clicking the browse button that
corresponds to a system that is not the system where the GUI is running, the Browse for
Folder On Remote dialog will appear.

4. Select your snapshot location for the source and the target. Make sure this volume has
sufficient free space in order for the operation to complete successfully. Refer back to
Snapshot Location Size for further details when estimating the volume size for your
snapshot. Click Apply.

Note: Each volume on a given system can either use the same location or a different
location can be selected.

— In order to Bypass the GUI*, the location of the snapshot file can be set via command
C:\ line using the SETSNAPSHOTLOCATION command. In order to view the current
snapshot location of a given volume, use the GETSNAPSHOTLOCATION command

Taking a Snapshot

Once a snapshot location has been configured on the target system, a snapshot can be taken. From
the target node, run the EMCMD command TAKESNAPSHOT.
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Dropping a Snapshot

When the snapshot is no longer needed, volume snapshots must be dropped in order to return to normal
processing. Run the EMCMD command DROPSNAPSHOT which will lock the volume and clean up the
snapshot files that were created. The volume will then return to a normal target where writes from the

source will go directly to the volume with no copy-on-write storage.

Note: In Windows 2012R2, you will see the warning message “Disk # has been surprise removed.”

Disabling Target Snapshot for a Given Volume

To disable target snapshot for a given volume, the snapshot location must be cleared. This can be
accomplished via the GUI.

1. Right-click on the appropriate mirror and select Mirror Properties.
2. From the Mirror Properties dialog, select the Snapshots tab.
3. Remove the snapshot folder of the volume you would like target snapshot disabled on.

4. Click Apply.

IThe snapshot file location can also be cleared via command line by executing the
S\ | CLEARSNAPSHOTLOCATION command.

Once successfully executed, a snapshot location will have to be reconfigured in order to initiate another
snapshot of that volume.

Target Snapshot Notes

Supported Configurations

DataKeeper target snapshot is currently supported in non-shared (1x1 and 1x1x1) environments on all
Windows OS versions supported by DKCE.

Source Out of Service

DataKeeper target snapshot cannot be initiated when the source is out of service. However, if the source
is taken out of service after snapshot is initiated, the snapshot will continue to work as expected. You
can continue to use the snapshot, and drop it when you are done, while the source is out of service.

Switchovers and Failovers

If a snapshot is in progress, the volume being snapshotted cannot become the mirror source until the
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snapshot has been dropped. You must perform a DROPSNAPSHOT in order to allow a switchover or

failover of the volume to the local node. Any processes that access data on the snapshotted volume will
have their handles invalidated when the snapshot is dropped. However, if the volume is subsequently
unlocked, you must make sure that those processes do not re-open their handles. At this point the data
will be “live” application data and not the snapshotted data.

Note: To provide protection during SQL Server recovery we provide a generic script that needs to be
added to stop the reporting SQL instance on the target node. Instructions are located in
DKSnapshotCleanup.vbs script located in “\support”. Please review the script code on how to add to
your WSFC hierarchy.

Files / Disk Devices / Registry Entries

When a snapshot is taken, a snapshot file is created for each snapshotted volume in that volume’s
snapshot location. The name of the file that is created is datakeeper_snapshot_vol<X>.vhd, where <X>
is the drive letter. This VHD file gets attached as a virtual disk device which can be seen in Windows
Disk Management.

* NOTE: The colored icon next to the disk number represents this disk as a VHD.

£ pisk Management =] I
Fle Action Miew Help

| H B & &

volurne | Lavout | Tvpe | File Systern | Status | capacity | Free space | 26 Fr
(= ()] Sample Basic MNTFS Healthy (B,,. 558,76 GB 461,74 GB B3 %
s (ED Simple Basic Healthy (P...  1000,00 GB 1000.00.,, 100¢
(D Simple Basic Healthy (P... 716,48 GB 716.48GE  100°
_mMew Yolume (G:) Sample Basx NTFS Healthy (P.,, 14,65 GB 611 MB 4 %
1w blew Yolume (K Sinple Biasic HTFS Healthy (L... 6.51 GB £.45 GH @9 9
Ca System Reserved Simple Basic MTFS Healthy (5., 100 MB 72 MB 72 %
1| | o

=]

—nisk 2

Basic

1000,00 GB 1000,00 GE

Onlire Unallocated

Laipisk 3 | J

Basic
716,43 GB 716.48 GB
Online Unallocated
-
B Unallocated [J] Primary partition ] Extended partition |7 Free space [JJ Logical drive

! CAUTION: The virtual disk devices that are created will appear as unpartitioned Basic
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disks. They should be used for snapshot data only and should not be detached or
partitioned while snapshots are in progress. Doing so may result in corruption of the
snapshot data. Make sure that they are not mistaken for available disks to be
partitioned and formatted.

Once these virtual disk devices are attached, a registry entry named SnapshotDevice is created in the
volume’s key. The value is set to \\.\PHYSICALDRIVE<x> where <x> is the disk number, as shown

below:
" Registry Fditor
File Edt View Favorites Help
i B | Jobs | | Name Typs Diaka
& . Targets ab|(Def aull) REG_SI (vl niot sat)
= | Volumes o] BitmapSleaidon, .. REG_BINARY o
2] 153881 55¢-58F9-112-ba55-101F742ca063} | Failower REG EIMARY oo
3-ge Targets _ : 2| MirrorRole REG_DAWORD 0x00000002 {2)
B - “H-'-'-'H-'IF:HH_' 0 tenaces) ab|SnapshotDevice REG_SZ W APHYSICALDRIVES
Ll ange ab|Snapsh i :
apshotlocation  REG_SZ G
7ddeSfc-0162-1162-9287-101F742ca063]
i 4 - N ca083) We|Yolumedttrbutes  REG_DAWORD 000000020 (128)
| {97ddeal5-9164-1 1829287 101FF42cals 3}
|, Pesformance
| ExtMirrSve
i~ Fastfat
+- | FCRegSvo
1 Edo

TargetSnapshotBlocksize Registry Value

DataKeeper target snapshot uses a default block size of 64KB for all entries that are written to the
snapshot file. This block size can be modified by creating a REG_DWORD value named
TargetSnapshotBlocksize in the Volume registry key.

The value should always be set to a multiple of the disk sector size, which is usually 512 bytes. Certain
workloads and write patterns can benefit from changing the block size. For example, a volume that is
written in a sequential stream of data (e.g. SQL Server log files) can benefit from a larger block size. A
large block size results in fewer reads from the target volume when consecutive blocks are written. But a
volume that is written in a random pattern may benefit from a smaller value or the default 64KB. A
smaller block size will result in less snapshot file usage for random write requests.

SQL Server Notes

If you are using DataKeeper target snapshot with SQL Server in a SIOS Protection Suite environment, it
is recommended that you use a separate SQL Server instance to attach database(s) to the snapshot.

For a clustered SQL Server environment, you must use a separate SQL Server instance to attach
database(s) to the snapshot.
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Known Issues

SIOS VSS Provider Incompatible with some backup products

The SIOS VSS Provider component has been reported to cause backups to fail when using the following
backup products:

+ IBM Tivoli Storage Manager
* Microsoft Data Protection Manager

NTFS File System Message

If an internal snapshot error occurs after target snapshot is initiated (such as the snapshot file running
out of space or being detached by the user), snapshot will be disabled, the volume will be locked and
snapshot files for any failed volumes will be deleted. While the snapshot error is being handled, you may
receive NTFS file system errors. These messages are normal and can be ignored.

Application Data Using Snapshot

When using target snapshot data with your application, if the target snapshot is refreshed, you may need
to close and reopen your application(s) to refresh the data.

Volume Shadow Copy Service (VSS) Free Disk Space Requirements

If your target snapshot volume has insufficient disk space, VSS operations involving that volume may fail
with an “unexpected error”. To avoid this, your snapshot volume should follow the guidelines from the
Microsoft article Troubleshoot VSS issues that occur with Windows Server Backup (WBADMIN) in
Windows Server 2008 and Windows Server 2008 R2.

This article provides the following requirements for free disk space:
For volumes less than 500 megabytes, the minimum is 50 megabytes of free space. For volumes more

than 500 megabytes, the minimum is 320 megabytes of free space. If the volume size is more than 1
gigabyte, a minimum of at least 1 gigabyte of free disk space on each volume is recommended.
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8.9.10. Using SIOS DataKeeper Standard
Edition To Provide Disaster Recovery For
Hyper-V Virtual Machines

Considerations

When preparing a Hyper-V environment that spans subnets, subnetting may need to be taken into
consideration for any applications that are running inside the virtual machine. Some applications “hard
code” IP addresses into their configurations. When these types of applications are loaded in a virtual
machine that is replicated (via a DataKeeper replicated volume) to a target server on a different subnet,
they may not operate as expected due to the difference in the network settings.

Preparing the Environment

1. Install Windows on two servers with at least two partitions, one for the OS and one for the Hyper-V
virtual machine (VM) files. The partition for the files on the target server must be of equal or
greater size to the source server’s “data” partition. Install and configure the Hyper-V role on each
server as described in Microsoft’'s “Hyper-V Planning and Deployment Guide” and the “Hyper-V
Getting Started Guide”, but wait to create your virtual machine until the DataKeeper replicated
volume has been created.

2. Complete the installation requirements for the SIOS DataKeeper software.

3. Connect to the Servers.

Once you connect, new options will appear in the center pane.
You can also optionally review the Server Overview report to see the status of your volumes.

When you connect to multiple servers that have DataKeeper installed and licensed, you will see
multiple servers and volumes listed here.

i Reports
® 1 2ob Orverview
| server crvendew

| o | MORPMEUS MATRIXLOCAL ( MORPHEUS ) s Mok mirrored
| volume| MirorBle | State | Al System | Total Size |

|D Rane i Not mirrored - NTFS BEE.52 GB
|E Bane o Mot mierored NTES 3288368
i Pione Ca Nok merored  NTFS 349,63 GB

| =

EL_A__nmmanmcu{m} s Mot mirmoeed
| voume| Meroracle|  stae | File System | Tosal Size |

| E Mane C Not mirrored  NTFS 348.63 GB
| F Pone s Not mirrored  NTFS 340,63 GB
|G egne i Mot mirrored MTFS 433,80 GB

4. Create a Job / Mirrored Volume.
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Note: When you select your source server, ensure you select the server whose volume you want
to replicate from. Reversing the source and target in these steps will completely overwrite your
source volume with whatever is on the target server’s volume, even if it is empty, causing you to
lose any and all data stored on the source volume.

Create and Configure a Hyper-V Virtual Machine

1. Launch the Hyper-V Console from Start — Administrative Tools — Hyper-V Manager.

2. Start the New Virtual Machine Wizard.

:,‘ Mew Virtual Machine Wizard

*II Specify Mame and Location
Befors You Begn Choose a name and location fior this virbual maching.

_ Thee: a5 displaryed in Hypar- Manager. Wi reoommend thal you use & name that Fedps o sacky
Rsign Memery identify this wirtual machine, such as the: nasse of the guest operating system or workload,
Corfigure Networking Ilarme: m
Connect Yirtual Hard Disk, Yous an craate & fodder or use an existing folder o store the virtusl machine. IF you dont selsct &

Istallaticn Oct Tolder, the virtial machine is stored in the defsult folder corfigurad for this sarver,
Summary ™ Store the virtual maching in a dfferent location

Location: [0y Dutal, ’_rl

i IF you plan bo take snapshots of this virtual madhine, salect & location that has enough
free space. Snapshobs include virtusl machine data and may requine a lange amounk of
e

<o [Tt ] o | e

3. Specify the amount of RAM to use.
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ﬂ_1 Mo Wirtual Machine Wizard

-Ek" Assign Memory

Bafore Yiou Begin Spaclly the smourt of memory ko slacaks ke brig virtual madhine. You can specilfy &0 amount from 8
_ B through 8153 MB. Ta improwe performancs, specfy more than the minimum amounk ¢
Spadhy Nae snd Location For the operating system,
L R e
Configurs Metworking
Connect Virtuasl FHand Dedc
nstallation Cptions %
SuETiRaY

4. Select a network adapter to use.

J'_' New Yirtual Machine Wizand

:A f Configure Networking

Bafore You Begn Each new virtual machens inchudes a network adapber . You con configure the network adaplher to use a
wirtusal nestwork, o & can remsan dsconnsched,
Specify Mame and Location

R Convecton: (ST -
‘Connmct Virtual Haed Disk
Trestallsbion Opkions
Sy

cpmm| Fsh | cores

5. Create a new Virtual Hard Disk on the replicated volume (or copy an existing VHD onto the

replicated source volume and point the creation wizard at it to use as the virtual disk).
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#3 Mew Wirtual Machine Wizard

*I Connect Virtual Hard Disk

Bafore You Begn & wirtual machine requres storage 5o that you can instal an operating sysbem, You can spedhy the
storage now or configure & later by modifying the virtual machine’s properties.

Spacfy Name ard Location -
ssion Memory Sl
: : Hame: e Sirtual Machine. vhd
| Connect Vetusl Hord Dk~ |
Location: [£: Folderpathifued diek name, YHD Browese. . |
Sy Sre: | B0 GB (Masienm: 2040 GB)

™ Use an existing virtual hard disk.

Lrakion: ;_’- AW Dak il 53

™ Axtach a virtual hard disk bater

<prevons |[ metofp | mren concel |

6. Specify the operating system installation options.

J=Mew Wirtual Machine Wizard
. ‘
hl Installation Options
Bafors Yo Begn Wiou can nstall an operating fyskem now ¥ you have socess b the sstup media, o you can iretal ik
Specify Mame and Location i
s
Assign Memary Irestall an opar aking system Liter
Configuns Nebworking = fnstall an operating system from a boot CO/EVD-ROM
Connesct Virtusl Hard Disk [ Media
ISR | ¢ eeamode [ 1]

SiFTenEy

™ Image fils {0} Jom atalina-53 B I

" Irstall an operating system from 4 boot Aopry disk

= My

| Wrtusd Fopny diek . vid): I Er s, I

™ Install an oparating system from a network-based instalation ssrver

< Previous | mmﬂ Fiish cancel |

7. Finish the wizard and start the virtual machine.

Install an Operating System and Any Required Applications
in the Virtual Machine

1. Load the operating system into the virtual machine as dictated by industry or vendor specified best

practices.
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2. Configure the networking within the virtual machine to use DHCP addresses. Use DHCP
reservations and name resolution (DNS or WINS) records as well if necessary for address
consistency for client connections.

3. Install any necessary applications in the virtual machine.

Configure the Target Server to Run the Virtual Machine

1. On the source Hyper-V host server, open Hyper-V Manager, connect to the virtual machine and
do a full shutdown of the virtual machine. These actions will quiesce the data on the disk and will
maintain data integrity on the target server.

2. Start the DataKeeper console as described previously.

3. Ensure the volume has been fully mirrored by checking the mirror status. The status must indicate
Mirroring with the zero KB Resync Remaining.

State | Resme Boraning |

4. Select the mirror and click Switchover in the Actions pane.

Target: NEOMATROCLOCAL | E -

0 Pause and Unlock Mimor
* Bresk Minor
| B

&5 Rmsyne Maror

o* e e S
L}

41 Reassign Job

K Celste Mavor

1] Marror Properties

gF  Manage Shared Volumes
H e

This will reverse the source and target and allow you to provision the virtual machine on the target
server.

5. On the target server, start the Hyper-V Manager.

6. Start the New Virtual Machine Wizard.
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§3 Hew Virtual Machine Wizard

*.I Specify Mame and Location

Before You Begn Choose & name and location for this virbual machine.
_ Thes nama s desplayred in Hyper- Manager. Wi recommensd that you use a name that heips you sasily
ideantify this wirtual machines, such as the nases of the guest operating system or woridoad,
Rusign Memery
Corfigure Networking Tarmes
Connect Yirtual Hard Disk. Yok cian crests & Fobder o use an existing folder to stoee the virtusl machine. IF you dont select
st allation Oct Folder, the virtial machine is stored in the deffault folder corfigured for this server,
SLrmmary ™ Store the wirbusl machine in & dfferent location

Location: [o-1v4 Dustal, feramiss

i IF you plan bo bake snapshots of this virtual madhins, salect & lcation that has enough
free space. Snapshots include virtusl machine data and may requine 4 large amount of
space.

ﬂmlw Fsh | concel

7. Specify the amount of RAM to use.

= Mew wirtuad Machine Wizard

.!kf Assign Memaory

Before You Begin Specily the smourt of memory bo slocabe bo this virtual machine. You can speclly an amount from 8

R E:r_mﬂf;l:m.m.mmm,ma&ymmmmamrtr

L IR e
Condipurs Matvorking

bt o N

<provous |[ met> | Frsh cancel |

8. Select a network adapter to use.
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.T: Mew Yirtual Machine ‘Wizand

*II Configure MNetworking

Before You Begn Each new virtual machens inchudes & network adapber . You can configure the network adapker to use a
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wirtusal nestwork:, o i can reman

- — &

Spescify Mame and Location

(Connct irtusl Haed Disk.
Trestallation Options
Summeey

a:Pmm“ m-xthl Fintsh | Carvcel

«¥» IMPORTANT: Use the existing virtual hard disk on the replicated volume.

3= New Virtual Machine Wizard

*.‘ Connect Virtual Hard Disk

Eefiore You Begin
Specily Name and Location
Aissign Memoey

Corfigues Netvorking

A wirkusl machine reguires storage so that you can install an operating system. Yiou can specfy the
shior age N o configune it Later by moddying the virtual maschine's properties.

" Croate a virtual hard disk

Pl [ Vietuasd Machine. vl

DCaton; I VM Dustal Brtvee I

=70 [T75 G8 (Maamem: 2040 G8)

™ Attach & virtusl hard desk laber

:aml[—;;t-;@ Einizh I Cancel I

9. Click Finish to final

ize the virtual machine creation process.
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;;‘ New Yirtual Machine Wizard
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*-‘ Completing the New Virtual Machine Wizard

Befiors You Begn o have successhully completed the: Mevs Yirtual Machine Wizard. You are about bo create the
Fiollowing virbual machine.
Specihy Name and Location
Rssign Masery D
Corfigure Networking Plaene: hew Yirtusal Machine
Memory: 24 MR
osnach Whim [t Uik Metweork:  External Viekusl Metwork,

L [

E-Foldsrpathilhard disk name vid

Tio ereake khe virbual machine snd cose the wizand, click Finich.

b

|[peon | cocu |

Start your virtual machine and test it to make sure it operates as expected.

Planned/Unplanned Switchover

Initiate a Planned Switchover to migrate the virtual machine back to your source server.

Initiating a switchover for testing or in the event of an actual outage on the primary server can be

completed simply by doing a Planned Switchover. There are two types of switchovers, planned and

unplanned.

Planned Switchover

A planned switchover is typically done in a maintenance window when the user community can be

advised of planned downtime.

1. On the server on which the virtual machine is running, start Hyper-V Manager, as previously

described, and connect to the virtual machine.

| Wirtual Machines
Mame = State
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2. From inside the virtual machine, Shut Down the virtual machine.

Swikch Lisear
Leg O
Lok
Restart

Comments

 Shudown Event Tracker
Select the option Ehat best describes why you want to
shut doven the computer
Oplsan: [ Planned
Jother (Plarred) =l

A& shutdown or restart for an unknown resson

PMagrating rephcated Vi betwsen Hyper ¥ hosts. |

SIOS DataKeeper Cluster Edition - 8.8.0

3. On the same server, start the DataKeeper console as described previously.

Ensure the volume is in mirroring state by checking the mirror status. The status must indicate

Mirroring with the zero KB Resync Remaining before switchover occurs.

[re—

4. Select the mirror and click Switchover in the Actions pane.

Target: NEDLMATRDOUOCAL Y E

0 Pause and Unlock Mimor
4 Bresk Mimor
b Corkinue snd Lock Mo

&b Resyne Maree

o Subdoni W -
3

4'1 Reassign Job

K Dulste Mavor

] Mirror Properties

& Manage Shared Vohutes

H rew

Wait until the mirror has completely switched over and the DataKeeper user interface (Ul)

indicates the roles have been reversed properly.
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5. Log into the Hyper-V host server that just became the source server in the DataKeeper interface.

6. Start Hyper-V Manager as described previously.

7. Start the virtual machine.

Virtual Machines
Mo = Shabe CPU LI W Lpts Siahsy

‘*???ij??

Unplanned Switchover

An unplanned switchover is necessary when a failure of some sort occurs and either the source system
is unavailable or the connection between the systems is broken and requires that the virtual machine be
brought online on the target server.

Since, in this scenario, the source server is unavailable for some reason, quiescing the data on the
source server is not possible and as such, only the following steps are necessary on the target server to
bring the virtual machine online.

1. On the target server, start the DataKeeper console as described previously.

2. Select the mirror and click Switchover in the Actions pane.

Target: NEQLMATRDOLOCAL L E -

0 Pause and Unlock Mimor
# Bresk Minor

% Resyne Mavce

L]

o o v
5 Resssign Job

K Colste Mavor

Mirror Properties

E; Mansgs Sharad Vol
B o

Wait until the mirror has completely come into service on the server and the DataKeeper user
interface (Ul) indicates the functional server is the source server.

3. On the same server, start Hyper-V Manager as described previously.

Start the virtual machine.
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Virtual Machines
Hame = Shabe CPU L M U Siahsy

Switchback

Switchback is a planned event which transfers the virtual machine from the target server back to the
source server and, in process, is exactly the same as the planned switchover process. Please refer to
the steps previously listed in the Planned Switchover section to affect a switchback.
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8.9.11. Clustering

Running chkdsk on Cluster Volumes during Cluster Volume Online

Creating a DataKeeper Volume Resource in WSFC

Manual Creation of a Mirror in WSEC

DataKeeper Volume Resource Health Check

DataKeeper Volume Resource Private Properties

Extending a Clustered DataKeeper Volume to a Node Outside the Cluster

Extending a Single SQL Server Node to a Cluster

Extending a Traditional 2-Node WSFC Cluster to a Third Node via DataKeeper

Extending a Traditional 2-Node WSFC SQL Server Cluster to a Third Node via DataKeeper

Extending a Traditional 2-Node Cluster to a Shared-Replicated Configuration

Using DataKeeper Cluster Edition to Enable Multi-Site Hyper-V Clusters

Split-Brain Issue and Recovery

Switchover in an N-Shared x N-Shared Configuration

Installing and Using DataKeeper Cluster Edition on Windows Server 2008 R2 / 2012 Core
Platforms

Non-mirrored Volume Resource

Using DKCE to Enable Multi-Site File Share Resources with Windows Server 2008R2 WSFEC

Creating Other Server Resource in WSFC
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8.9.11.1. Add a Node to the Cluster

When adding a node to a cluster, uncheck the Add all eligible storage to the cluster checkbox. It is
checked by default.

If it is not unchecked it will cause all of the storage that is configured with DataKeeper to be turned into
Cluster storage and all roles in Failover Cluster will not come on line.

rﬂuﬁ'—uiﬂl

Before You Begn You are rsady 1o add nodes to the cluster.
Select Servers

Validation Waming

InternPASSTVE NS
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8.9.11.2. Running chkdsk on Cluster
Volumes during Cluster Volume Online

As of version 7.6 DataKeeper now runs chkdsk on all mirrored volumes prior to the volume being
available for use. DataKeeper now creates a new flag DiskRunChkDsk in Windows Failover Clustering
for each DataKeeper volume. The flag determines how chkdsk runs on each volume during disk check
operations.

Volume Commands:

Flag value 0 means chkdsk is enabled and the entire volume will be checked

Flag value 4 means chkdsk is skipped for the entire volume

The volume command performed depends on the argument located in the DiskRunChkDsk flag for each
DataKeeper volume. The location of this flag is in HKEY_LOCAL_MACHINE/Cluster/
Resources/{DataKeeper Volume GUID}/Parameters.

The complete list of values are numeric and are documented in the Microsoft article
http://msdn.microsoft.com/en-us/library/windows/desktop/bb309232(v=vs.85).aspx

Running chkdsk before a volume is brought online is recommended to ensure that the volume is healthy.

* Large volumes may take a long time to complete the check; therefore, it is recommended
that the chkdsk be done during planned maintenance by setting the flag to 0 for each
DataKeeper volume.

It is highly recommended to change the flag on all nodes in such circumstances. Please refer to the
Microsoft blog on this specific issue http://blogs.technet.com/b/askcore/archive/2012/03/05/

understanding-diskskipchkdsk-in-2008.aspx

The following messages will be logged in the Application Event log:

Message that disk is being checked
Event ID 101: Checking the dirty flag on volume <volume>

Message that volume is dirty and needs to be checked
Event ID 102: Volume <volume> dirty flags is <error number>

Message that an error occurred during volume online

Event ID 80: A failure occurred during the check of volume <volume>. Error: <error number>. The
volume <volume> may be marked as failed.
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8.9.11.3. Creating a DataKeeper Volume
Resource in WSFC

Automatic Creation of a Mirror in WSFC

1. Use the SIOS DataKeeper GUI to configure a mirror.

2. At the completion of the mirror creation operation, the following dialog box will pop up which will
allow you to automatically add the mirror as a DataKeeper volume resource into WSFC.

SI0S DataKeeper Eq |

I-'/--_‘\'I The volume created is eligible For WSFC cluster. Do wou want to

W auto-register this wolume as a clusker volume?

If Yes is selected, then the DataKeeper mirror will be added as a DataKeeper volume resource
to “Available Storage” in WSFC. However, if No is selected or an error is encountered, follow the
steps in the section Manual Creation of a Mirror in WSEC, to create the mirror manually.

* Note: When the DataKeeper Volume is listed as Available Storage, it does NOT make
DataKeeper Highly Available. The DataKeeper Volume resource(s) only becomes Highly
Available after it has been assigned to a Windows Server Failover Cluster role (i.e. SQL,
Oracle, SAP, File Server, Hyper-V or Generic Service).

If you need to perform a switchover of the Available Storage resource (before it is added
to a Role), remove the Available Storage from WSFC. In the DataKeeper GUI, the
Switchover Mirrors option in the Action Panel will then be bold and available for
switchover.

Whether the mirror is created automatically or manually, the DataKeeper volume resource(s) is placed in
“Available Storage.” The DataKeeper volume resource(s) can now be utilized just as if it were a
physical disk resource. While clustering some applications (SQL for example), the DataKeeper volume
resource is recognized and treated exactly the same as a physical disk resource. This means that during
the cluster create process, the DataKeeper volume resource will be pulled automatically into the cluster
resource and the dependencies will be created automatically. Other applications, notably the Hyper-V
“Virtual Machine” resource, are hard-coded to look for a physical disk resource and will not automatically
pull the DataKeeper resource into the cluster configuration. In these circumstances, the DataKeeper
volume resource can be easily added to the cluster resource and the dependencies can be created
manually through the WSFC GUI.

Use the DataKeeper GUI to monitor the mirroring states. It provides more information than the Failover
Cluster manager Ul.
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8.9.11.3.1. Manual Creation of a Mirror in
WSFC

BEFORE STARTING, CHECK: Once Verified, click here to start “Creating An Empty Role”.

If your mirrors are NOT Highly Available (e.qg. listed in Failover Cluster Manager\Storage\Disk as
“Available Storage”)

Return to an elevated command prompt (on the Source) and proceed with the following:

1. cd %extmirrbase% (Shortcut to the DataKeeper Directory)

2. emcmd . registerclustervolume (drive letter)

3. Your output should reflect “status = 0°

Upon completion, return to Failover Cluster Manager\Storage\Disk as now the mirror should be listed as
“Available Storage”

Now you’re in a position to Create an Empty Role.

1. Launch Failover Cluster Manager

2. Right click on Roles and select “Create Empty Role”

- A default role called “New Role” will be created

3. Rename “New Role” to “DataKeeper Service”

4. Return to Storage\Disks...Available Storage

5. Right click the Volume/Available Storage, More Actions, Assign to Another Role...

6. Select the Role that you've created in Step 4 or in this instance, DataKeeper Service

Note: The DataKeeper Mirror has been assigned to the role you have created, thus the DataKeeper
Volume(s) are now Highly Available.

This can be tested by:

1. Right clicking the role/DataKeeper Service\Move\Move Cluster Role.

2. Select any other servers available in your cluster, then OK.

Perform another Move to ensure the Role and its related resources/DataKeeper, switch back
successfully.

Page 385 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.9.11.4. DataKeeper Volume Resource
Health Check

A DataKeeper Volume resource provides two functions that are used by the Microsoft Cluster service to

check for availability and health of the DataKeeper Volume resource. A simple check LooksAlive and a
more rigorous check IsAlive.

LooksAlive

The Cluster service calls the LooksAlive function based on the specified interval. The default is every 20
seconds on a freshly installed system, or 60 seconds after upgrading DataKeeper Cluster Edition from a
version prior to 8.4.0. The LooksAlive function performs a quick check of the volume device. When the
LooksAlive test fails, the cluster service will call the IsAlive test immediately.

IsAlive

Performs a thorough check to determine if the specified resource is online (available for use). The
default is 120 seconds on a freshly installed system, or 300 seconds after upgrading DataKeeper Cluster
Edition from a version prior to 8.4.0. If the device for the mirror becomes unreachable by DataKeeper,
the IsAlive check will detect this condition and will mark the resource as Failed.
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8.9.11.5. DataKeeper Volume Resource
Private Properties

A DataKeeper Volume resource includes several private properties that are used by DataKeeper Cluster
Edition. Among these properties are:

* VolumeLetter (REG_SZ) — the volume letter that is replicated by DataKeeper and associated with
this DataKeeper Volume Resource.

+ LastSource (REG_SZ) — name of the cluster node that was most recently the source of the mirror.

+ SourcePending (REG_SZ) — If a node is currently performing a mirror switchover as part of an
Online operation, the node name is stored in the SourcePending private property. The property is
set to an empty string when Online completes. This property is used to resolve situations where
the cluster service is stopped while a switchover is in progress.

* NonMirrored (REG_DWORD) — This optional property can be used to configure a non-mirrored
storage location for things like SQL tempdb. This private property does not normally exist — it must
be manually configured. See Non-mirrored Volume Resource for more information.

« TargetState_<node> (REG_DWORD) — For each <node> in the system that has at some point
been a mirror target, this private property will exist. Its value is the current state (the internal
DataKeeper mirror state) of the Owner node’s mirror to the given node. Values include:

0 = Node is not currently a target (may be source or shared with a source or target)

1 = Mirroring
2 = Resync
3 = Broken
4 = Paused

5 = Resync Pending

Below is a sample screenshot of the Private Properties of a DataKeeper Volume.

Use the following command in powershell to generate the output:

Get-ClusterResource "“<DataKeeper Resource Name>"” | Get-ClusterParameter
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Implications of the TargetState <node> value on Failover

DataKeeper Cluster Edition maintains the TargetState_<node> property value, and updates it whenever
the mirror state changes. The cluster networks provide multiple paths for a mirror’s state to be available
on a target system. This enhances the reliability of DataKeeper, and reduces the chance of Split Brain
occurrences in the cluster for both synchronous and asynchronous mirrors. The DataKeeper Volume
Online method tests to make sure that a node is in a Mirror State which allows Online to proceed. For a
mirror target node, that state is “1” (Mirroring). All other states will cause the Online to fail and the
DataKeeper Volume resource to be marked as Failed on this node.

In some cases, for instance the catastrophic failure of a previous Owner node that is not going to be
recovered for a long period of time, it may be necessary to remove the TargetState <node> private
property in order to force a DataKeeper Volume resource to come online on a node. However, because
the node may not have been in a mirroring state with the previous Owner, some Data Loss could occur.

The TargetState_<node> property can be removed using the following command in powershell:

Get-ClusterResource "“<DataKeeper Resource Name>"” | Set-ClusterParameter -Name

“TargetState <node>"” -Delete

Note: Servers running Windows 2008 R2 will need to import the ‘failoverclusters’ module before running
these commands. Use the following command in powershell:

import-module failoverclusters

Behavior of a Synchronous Mirror after Cluster Integration

The purpose of a synchronous mirror is to ensure data consistency between the source and the target at
all times. When a synchronous mirror is integrated as a cluster resource, DataKeeper will begin using
the cluster to further ensure data consistency.

When the state of a synchronous mirror changes from a mirroring to a non-mirroring state (such as
mirrored to paused), DataKeeper will attempt to set the TargetState_<node> private property to ensure
data consistency in the event of a failover.

DataKeeper, to ensure the consistency of the source’s local volume with the targets, will hold all writes
that come down to that volume until it has set the TargetState_<node> private property to the
appropriate value. The writes will then be allowed to continue.

Should DataKeeper be unable to properly set the TargetState_<node> private property, it will fail those
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writes and lock the volume. This ensures that the mirrored volume has the same data consistency as
when it was last in the mirroring state.
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8.9.11.6. Evicting a Node from a Cluster

Evict the node using Windows Failover Cluster user interface. When a node is evicted the mirror with
remain intact and will continue mirroring outside of the cluster. The evicted node will no longer be on the
list of possible owners.
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8.9.11.7. Extending a Clustered DataKeeper
Volume to a Node Outside the Cluster

DataKeeper Volume cluster resources can be extended to a DR Node for Disaster Recovery purposes.
In the event of a complete failure of all systems in the cluster, data will be accessible on the DR Node
(referred to as the “DR Node”). Here you will find instructions on how to set up this configuration, how to
access your data on the DR Node, and how to bring your data back into service in the cluster after the
cluster nodes have been restored.

Configuration Tasks

Configuring a non-clustered DataKeeper target node

Recommended configuration for the DR Node

+ If possible, the DR Node should be a member of the same domain that the clustered nodes are a
member of. Refer to DataKeeper Service Log On ID and Password Selection for more information

about configuring the DataKeeper Service account settings.

» Firewalls (Windows as well as any other firewall devices / software on the DR or cluster site) must
allow access to DataKeeper-specified ports on the DR Node from all cluster nodes, and vice-
versa. See Firewall Configurations for more information.

» Configure a volume on the DR Node for each clustered DataKeeper Volume that is to be extended
to the DR Node. The volume should be at least as big as the clustered volume.

Scenario 1 — Extending existing DataKeeper Volume resources

If you have already configured DataKeeper Volume resources in your cluster, you can extend these
volumes to a DR Node using the DataKeeper MMC GUI by following these steps:

1. Connect the DataKeeper GUI to the DR Node using the “Action / Connect To Server” option.

2. Connect the DataKeeper GUI to the cluster node where the DataKeeper Volume resource is
online.

3. For each DataKeeper volume that you are extending to the DR Node:
a. In the Jobs view, choose the job that contains the volume to be extended.
b. Choose “Create a Mirror”.

c. Select the mirror Source Node, Volume, and source IP address.
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d. Select the DR Node as Target, along with the Volume and IP Address.

e. Choose the mirror parameters and click “OK” to create the mirror.

f. Configure any additional mirror information needed

See Creating Mirrors with Multiple Targets for more information.

Scenario 2 — Creating a new DataKeeper Volume resource, and
extending it to the DR Node.

If you do not have a DataKeeper Volume resources in your cluster that represents the volume that you
want to extend to the DR Node, first create the clustered resource, then use the steps in “Scenario 1”
above to extend it to the DR Node.

Scenario 3 — Extending a traditional shared-volume cluster to a DR

Node using DataKeeper

See Extending a Traditional 2-node WSFC cluster to a third node using DataKeeper for detailed steps

that will guide you through extending a shared-volume Microsoft clustered volume to another cluster
node.

In this case, we are extending to a non-clustered node. This makes it unnecessary to perform step 2
(configure cluster Quorum settings) and step 7 (add the node to the cluster). Otherwise, the steps
remain the same.

Configuration Summary

After you have extended your clustered volume(s) to a DR Node, you will be able to bring the volumes
Online and Offline in the cluster as before. The DR Node will remain the mirror target under normal
operating conditions.

If you wish, you can check the data on the non-mirrored system by using the “Pause and Unlock Target”
option for the mirror whose target is the DR Node. See Pause and Unlock for more information.

Accessing Data on the Non-Clustered Disaster Recovery
Node

In the event that all of your clustered nodes are unavailable (possibly due to a disaster of some sort at
your primary cluster site), you may need to be able to access the data that has been replicated to a DR
Node. Use the following procedure to accomplish this.

Note: Please refer to Switching Over a Mirror guidelines.
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Option 1 — using the DataKeeper GUI

1. Start the DataKeeper GUI and connect to the DR Node.
2. Choose the Job that contains the mirror to be made accessible on the DR Node.

3. Choose “Switchover Mirror” to make the DR Node the mirror source, and to make the data on that
node accessible.

oY NOTE: If any of the cluster nodes are still running and accessible over the network from
the DR Node, the “Switchover Mirror” option will not be available. The DataKeeper GUI
will see that the volume is part of a cluster that is still operational, and will prevent a
switchover from being selected.

Option 2 — using EMCMD

On the DR Node, start a command prompt and run the commands:
1. c¢d ExtMirrBase

2. EMCMD . SWITCHOVERVOLUME

* NOTE: Use this command with caution; if any cluster nodes are still operational and
accessible over the network from the DR Node, EMCMD will NOT prevent the switchover
from occurring. This will cause resource failures in the cluster, and the results will be
undetermined.

Repeat these actions for all volumes that you need to access on the DR Node. DataKeeper will keep
track of all changes that occur while the volume is accessible on this node, and will automatically resync
these changes to the cluster nodes when they are brought back up and are accessible from the DR
Node. However, the volume resources will not automatically come Online in the cluster — manual steps
as outlined in the next section must be taken to move the DataKeeper volumes back into the cluster.

Restoring Data Access to the Cluster

When a cluster node is powered back up after a failure, there are several states that its mirrors can be
put into, depending on the mirror state at the time of the original failure, the current network conditions,
and the state of other nodes in the cluster. The volume may be in the Source, Target, or None role after
all cluster nodes have been restored. You should use the DataKeeper GUI on any of the cluster nodes to
determine the mirror role, and to resolve any possible Split-Brain conditions that may exist. See Split
Brain Issue and Recovery for more information. If you are resolving Split-Brain, you should choose the
DR Node to be the node that remains source, since it is the one that has the most up-to-date data.

As long as the DR Node is accessible from the cluster node, and the non-cluster node’s mirror is in the
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Source role, any Online request on that cluster node will fail.

gtelps to bring the clustered DataKeeper Volume resource back
nline

In order to bring the DataKeeper Volume resource Online on a cluster node, the mirror must be switched
over to the cluster node where that volume was last Online before the outage (the “Last Source” node for
that volume), and the DR Node’s volume must be made a Target of the clustered volume. At that point,
the DataKeeper Volume resource can be brought Online on the cluster node.

To determine which cluster node is the Last Source node for a particular volume, run either of the
following commands on any of the cluster nodes:

* (to use cluster.exe) — cluster res “<DataKeeper Volume Resource name>" -priv

* (to use powershell) — get-clusterresource -Name “<DataKeeper Volume Resource name>" | get-
clusterparameter
The output produced should include a line with the value “LastSource” listed. The name of the Last
Source node is given on that line.

Follow these steps to bring the resource Online:

1. If any DataKeeper Volume resources are already Online in the cluster, take them Offline. This is
necessary in order to resolve Split Brain conditions in the next step.

2. Start the DataKeeper GUI on one of the cluster nodes. Resolve any Split Brain conditions,
choosing the DR Node as the mirror source.

3. Monitor the state of the mirrors that have been created from the DR Node (Mirror Source) to the
clustered nodes (Targets). If any clustered nodes are shared, only one of them will be a mirror
target.

4. Once the mirror from the DR Node (Mirror Source) to the LastSource cluster node has reached the
Mirroring state, the LastSource node can be made Source.

a. Open a command prompt on that cluster node

b.. Run the command cd ExtMirrBasep((((((- c. Run the command EMCMD
SWITCHOVERVOLUME

Repeat these steps for each volume. If multiple volumes are part of the same resource group, be sure to
switch each of them over to their Last Source node.

Then, using Failover Cluster Manager, bring the volumes and associated applications / roles Online.
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8.9.11.8. Extending a Single SQL Server
Node to a Cluster

This guide explains how to install a single SQL Server node and extend it to a clustered node. Please

read this document carefully prior to installation.

Planning Steps:

Start with a Microsoft SQL Server standalone node, where data resides on the C drive.

Note: It is recommend that similar hardware be used for the standalone node (for the purpose of
this guide, we will call this node the backup node).

On the new backup node setup Windows failover cluster and setup a one node cluster (setup
alongside a file share quorum).

Setup Datakeeper Cluster Edition on the new node.

Create empty DataKeeper Volume resource(s) using the Failover Clustering Ul. Provide a name(s)
that best describes its intended use (Example: “DataKeeper Volume F (NonMirrored)”).

The following steps explain how to manually create this resource:

a. In the Failover Cluster Manager, create an empty role, right-click on Role and select Create
Empty Role.

b. Right-click the empty role and select Add a Resource, More Resources, then select Add

DataKeeper Volume.
c. Right-click the new DataKeeper Volume resource and select Properties.

d. Enter the Resource Name you chose earlier (Example: “DataKeeper Volume F (NonMirrored)”)
then select Done. No other properties changes are needed at this time. Follow the steps below for
setting the Properties needed for the non-mirrored resource.

e. Repeat the steps a — d for the E drive.

Assign the following properties using Powershell:

Volumeletter = "F” (if the drive letter is F, otherwise whatever the drive letter is)

NonMirrored = 1 (there is no space between Non and Mirrored)

Assign the following properties using Powershell:

Get-ClusterResource “DataKeeper Volume F (Non-Mirrored)” | Set-
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ClusterParameter —-Name VolumelLetter -Value “F”

Get-ClusterResource “DataKeeper Volume F (Non-Mirrored)” | Set-

ClusterParameter —-Name NonMirrored -Value 1

After the storage is created, right-click and select Remove from empty role. This will move the storage
to Available Storage which can now be used by SQL Server installation in the following steps.

* Run SQL Server setup, choose the SQL Server Cluster edition to install. Select the same features
that are installed on the primary node. (Note: Use the domain user ID and password to start SQL
Server services instead of local account.)

» During installation setup will prompt you for failover cluster storage, select the storage you created
earlier.

» Copy the database from the primary server to the new backup node the use the BACKUP
DATABASE command to make a backup of the database.

« Connect to the Cluster database on the backup node and use the RESTORE DATABASE
command to restore the database.

It is highly recommend using the MOVE option of the RESTORE option to move the files to separate
drives (separate DATA and LOG file). The following example shows how to move a sample Sales
database to different drives. (Note: The data and the log files are moved to different volumes.)

RESTORE DATABASE sales

FROM DISK = ‘C:\Backup\Sales.bak’

WITH RECOVERY,

MOVE ‘Sales_Dat’ TO
‘E:\MSSQL11.MSSQLSERVER\MSSQL\Data\Sales.mdf’,
MOVE ‘Sales_Log’ TO
‘F:\MSSQL11.MSSQLSERVERWMSSQL\Data\Sales.Idf’;

« Users can now be moved to the new database and the new backup server. Also, the original
primary server can now be reconfigured. It is recommend that the entire Windows operating
system be re-installed. Once you have re-installed the operating system, setup failover clustering
and join the cluster created earlier. (Note: When joining the cluster,select “No, | do not require

support from Microsoft’. The cluster can be verified later in the process.)

» Setup Datakeeper Cluster Edition on this server.
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* Remove both non-mirrored DataKeeper volume resources from the MS SQL Server cluster group.

» Delete both non-mirrored DataKeeper Volume resources from Storage.
(Note: It is important to remove the resource from both the cluster group and available storage.
The resource should be deleted from failover clustering before proceeding.)

+ Use the DataKeeper GUI to create jobs that contain the E and F volume mirrors for all nodes in the
cluster. Choose the node that is currently running Microsoft SQL Server as the source. After
creation choose Yes to add the volumes to Failover clustering

* Add the DataKeeper Volume E and DataKeeper Volume F storage to the SQL cluster group.
Right-click on the resource and select Add Storage.

» Setup SQL Server using the cluster edition Add Node to a SQL Server Cluster option.

» Finish by adding dependencies to the Microsoft SQL Server resource for both the DataKeeper
volume resources.

The single node database has now been converted to a clustered highly available database and is ready
for failover testing.
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8.9.11.9. Extending a Traditional 2-Node
WSFC Cluster to a Third Node via
DataKeeper

When replicating from a WSFC 2-node cluster to a third node via DataKeeper, the following tasks are

required:

* Replace the existing WSFC physical disk resource with a DataKeeper volume resource that
supports data replication.

« Change the quorum type to Node Majority.

* Add the third node into the cluster for failover.

+ Reestablish any/all resource dependencies to the new DataKeeper volume resource.

The following example details the steps necessary to extend a cluster resource group from a 2-node
cluster to a third node via DataKeeper.
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This also removes any dependencies on these physical disk resources. These dependencies will
need to be reestablished to the new DataKeeper volume resource, so please take note of what
these dependencies are before completing this first step by viewing the Dependency Report.

Highlight your resource and select Show Dependency Report.

Use Failover Cluster Manager MMC to perform the following steps:

a. Offline the cluster resource group by right-clicking and selecting Take this service or
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application offline.

b. Remove the physical disk from cluster resource group (moves to Available Storage).
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c. Remove the physical disk resource from the cluster configuration by deleting the

resource from the Available Storage group.
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2. Configure cluster quorum settings.

Because there will now be a third node in a remote site, the Disk Witness in Quorum is no longer
valid, therefore, the Node Majority configuration should be selected.

a. Right-click the cluster and select More Actions / Configure Cluster Quorum
Settings...
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b. Select Node Majority. Note: Change the quorum type to Node Majority if the final
number of nodes is odd as in a 3-node cluster, or Node and File Share Witness Majority if
the final number of nodes will be even as in a 4-node cluster.

c. Delete disk witness from Available Storage.
3. Online Disk.

Use Disk Management MMC to perform the following steps:
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a. Online physical disk.
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c. Repeat the above steps, 2a and 2b, on all shared nodes in the cluster.

4. Make sure the volume of the third node is available to become a target. It should be formatted and
online, and it should be at least as big or bigger than the source volume.

5. Create Mirror.

Use the DataKeeper Ul to perform the following steps (make sure DataKeeper Service is running
on all servers):

a. Connect to all shared nodes and the third node.

Page 401 of 592



SI0S TECHNOLOGY CORP.

F= 5I0S DataKeeper

M[=] B3
Enter the server to connect to
Provide the name or IP address for the server you would like to connect to,
Server:
Connect | Cancel |

SIOS DataKeeper Cluster Edition - 8.8.0

The Server Overview Report will show connection to all three nodes:
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b. Create a job containing a mirror to the third node.

c. Select a Source.
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d. Select Shared Volumes.

F_"' Mew Mirror

Shared Volumes

Choose a Source Source server: WIRTUALL SUPPORT.LOCAL
Shared Volumes Source IP address: 172.17.102.131

Choose a Target Source volume:  F

Configure Details

Choose the systems that have volumes which are shared with the system above. Uncheck
the "Include” box if any system should not be included in the job, Shared volumes are
required to be configured using the same subnet as their peers. IF any systems do not have
an IP address on the selected subnet, their 1P address will be displayed as empty. These
systems cannot be included in the job using this subnet.

Include | Server | volume | Source TP | Mask | |
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e. Select a Target.
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2| 172.17.102.133 § 255.255.2582.0

f. Configure Details. Choose compression settings, if applicable, and choose mirror type,
asynchronous or synchronous. Select Done.

The mirror will then begin resyncing to the third node. After resyncing is complete, the Job State will
change to Mirroring.
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6. Add DataKeeper Volume Resource.

i1

To add the DataKeeper Volume Resource in WSFC, perform one of the following:

Automatic Creation of a Mirror in WSFC

Manual Creation of a Mirror in WSFC

7. Add third node into the cluster.

Use Failover Cluster Manager MMC to perform the following steps (Note: Make sure the Failover
Clustering feature is installed on the third node prior to adding into the cluster):

a. Right-click Nodes.

b. Select Add Node.

c. In the Add Node Wizard, enter name of server to be added, click Add and select Next.
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d. Yes may be chosen to perform Validation Testing, but be aware that some errors are
expected due to the disk being locked on the target side. Note: When performing validation
testing, select Run only the tests | select, then deselect the Storage tests from the Test
Selection screen.

g e
& Eh

- W Network

&

i Syt ior

Even though the Storage tests were deselected, the Failover Cluster Validation Report will still report
a List Cluster Volumes failure in the Cluster Configuration Test. This, along with a few other
warnings, is expected due to the third node and its volume not being shared with the first two nodes.
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I Faibover Cluster Valbdaton Report - Windows Internet Explorer

mr - i# v e f{C: Ysers \admires tristor . SUPPORT. 000 \AppData\Local TTemp | 1 itmp8 548, tmp.mt =76 :I b |
wl Favarites L :u"tmymrd Shes = B | Web Sioe Galery
& Failover Ouster Yaldabon Report [ r
@Cluster Configuration
J_ﬁ Success
it n ,‘Fﬁ Success
I 1 r R Ju SuccEis
it Clygter Volumgs Juﬁ. Failed
Ligt Clystered Senices gnd Applabons o 8 Warning
i nfiguyr -r—j-. Warning
Validate Resource Status /. 3 AN
yYalidate Servige Principal Mamse J'n Success
¥alidats Volume Congishanty 'f'—,'ﬂ Surcess

e. After viewing the Validation Report, select Finish. The Validation Warning screen will
reappear. Select No to add the node without performing the tests again.

f. Select Next on the Confirmation screen.

g. The Summary screen will appear indicating that the node was added successfully.

At this point, the cluster resource group is defined across all three nodes in the cluster.
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(] 5105 Datakeeper
= ) s 3 Server Overviw Report
) b
= L Reports
% [ Jab Overview

a | PRIMARY,TEST2003.SC.STEELEYE.COM (PRIMARY ) ) Mimoring

oo | e [ e yem| Tt Sze |
E Sute @ Mmng N L02100MB
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8. Reestablish any/all resource dependencies to the new DataKeeper volume resource.

a. Right-click application resource and select Properties.

SO Server Properties X Ej

‘General  Dependences | Policies | Advanced Pobcies | Properties |

Specify the resources that musi be brought ondine before this resource can
e browught onfine;

| AND/OR | Resource
Hame: SQLSUPPORT

ST e DaiaKecper Voume 13

HE ) Click here to add a depandency

-

b. Select the Dependencies tab.

c. Click on the Click here to add a dependency tab.
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d. Enter the new DataKeeper volume
e. Select Apply and then Okay.

Dependencies should now be reestablished.

] -1

SI0S DataKeeper Cluster Edition - 8.8.0

0L Terew bgeri S0 v
53, Tarver Sgmni S0, Sarwer

3 ¥
Fatworn S b
e S0 SUFPGRT P A 177 1T BE i

N2

T s Vel

S

Page 409 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.9.11.10. Extending a Traditional 2-Node
WSFC SQL Server Cluster to a Third Node
via DataKeeper

When replicating from a WSFC SQL Server 2-node cluster to a third node via DataKeeper, the following
tasks are required:

* Replace the existing WSFC physical disk resource with a DataKeeper volume resource that
supports data replication.

« Change the quorum type to Node Majority.

* Add the third node into the SQL Server cluster for failover.

+ Reestablish any/all resource dependencies to the new DataKeeper volume resource.

The following example details the steps necessary to extend a SQL Server cluster resource group from a
2-node cluster to a third node via DataKeeper.

1. Remove physical disk resource from WSFC.

This also removes any dependencies on these physical disk resources. These dependencies will
need to be reestablished to the new DataKeeper volume resource, so please take note of what
these dependencies are before completing this first step by viewing the Dependency Report.
Highlight your resource and select Show Dependency Report.

A & » o*
B e Sgen SO, e L : '\._‘ Twam Law s - “- |
ﬁtr“lﬂal’m’&lll 'D.H—Ei:.lﬂ S T \ L S 1T T
Datakeeper Volums W
Resource M
o Dependency s deletedwhen
physical disk resource is
deleted
x| i ~ *
WA v gma WL e Tt faw O L—
B T S WL e Vs WOLEUFWCAT " e 170 VT 1D
Sereen After Adding
Databeepper Voliine
Resource This degendincywll
n“d to be reestabiished
It « 1] & - g
T e g T e g fe e V- -
W e gt S T 1'.‘\ Yarw WL NoPRONT " e T TR N
Serean AMter Adding ™

Dependency has

New Dependency H“‘-u been reestablished
=
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Use Failover Cluster Manager MMC to perform the following steps:

a. Offline the SQL Server cluster resource group by right-clicking and selecting Take this
service or application offline.

EE radover Cluster Ma nager

| e aActon  Vew Hep

low| 2m BT

fpikerar Clumier Marager

 SUPPORT. . SOL Server (MSSOLSERVER)

P U e e e — (MSSQLSERVER)
= = o Summary of SQL Server

Dicable suto start ) Orne:
_mmimt

View [

JF) Oniira
Delate
Rerare
S E)CHM
Froperties i} Cinine
Help

b. Remove the physical disk from the SQL Server cluster resource group (moves to
Available Storage).

Disk Drives
u:‘_ Bring this resouros anbne: -
Ctiver R = e
3 SaL Sen Champge difve betier
EECHENY _Remove from SQU Serer (MSSQUERVER)
Show the cibcal events for the resource
Shows Dependency Repart
More Achons... k
Proper bes
Help

c. Remove the physical disk resource from the SQL Server cluster configuration by deleting
the resource from the Available Storage group.
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2. Configure cluster quorum settings.

A fall 7 l[aE
fpikcrer Custer Manager
7 = s bl Storage Recent Ousier E
P SOL Server (MSSQLSERVER)
3 Nodes S
§ VIRTUALL Siorage: Total Capaciy- Fovniinbils Cay
i VIRTUALZ 2 Tetal Disks - 2 orire Total: 2 43GB Tetal: 2GB
= Storage 1 Avnilabla Disks - 1 online Fren Space: 239GE Fres Space: 14
A5 Metworks Y . i
1 In Use Diskos - 1 online Percent Free: 95 7% Percent Free 3
B Chuster Metwork 1
B Chuster Heteork 2
1] Custer Events
Dk [Sws [ Gt o
Diake Witnesa in Guonam
[ i Chuster Disk | (%) Online VIRTLIALY
Available Storage
[ -
-||J i e Q-ﬂrrrf
Take this resource offing
Change drive letter
Show the aritical events for ths resource
More Actions... *
Fropertes
Help

Because there will now be a third node in a remote site, the Disk Witness in Quorum is no longer

valid; therefore, the Node Majority configuration should be selected.

a. Right-click the cluster and select More Actions / Configure Cluster Quorum

Settings...
1 v Configure & Service or Applcation. ..
ﬁsr:a.:: Validate This Chsster... ol Starage
3 Nodes View Validation Report
§ VRTUALL ot Chistier Shared Volumes... Total Capacity: Available Capacity-
B YRTALZ = 3 Total: 509 MB Total: 0 Bytes
4 Storage A Hoxle.. Frmo Space: 457 18 ME Frow Space 0 Bytes
i ¥mm Percent Free: 31 8% Percet Free 0%
3 mw_m
[t] Chuster Event:
Migrate servies and spphcations...
|Cm-10u-ur
Proper bes Shuit doven Cluster...
Heip Destroy Cluster... VIRTLALT
Welame: (E) Fie System: NTFS 509 MB (31.6% fme |

b. Select Node Majority. Note: Change the quorum type to Node Majority if the final
number of nodes is odd as in a 3-node cluster, or Node and File Share Witness Majority if
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the final number of nodes will be even as in a 4-node cluster.
c. Delete disk witness from Available Storage.
3. Online Disk.
Use Disk Management MMC to perform the following steps:

a. Online the physical disk.

70—

TR e

i

T
T =
B

§

Ei

b. Change the drive letter to match the previous SQL Server configuration (if needed).

|

5 Ditse 2
EBasic
511 MB 505 MB aidd Mirror
Offire i Debete Vohume. ..
Helg
Properties
L= Disk 3
Basic Hew Volur e F
20068 2.00 GB NTFS
Oriline Healthy (Primary Partition)

c. Repeat the above steps, 2a and 2b, on all shared nodes in the cluster.

4. Make sure the volume of the third node is available to become a target. It should be formatted and
online, and it should be at least as big or bigger than the source volume.

5. Create Mirror.

Use the DataKeeper Ul to perform the following steps (Note: Make sure DataKeeper is running on
all servers):

a. Connect to all shared nodes and the third node.
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= sI0S Datakeeper !IEI E

Enter the server to connect to

Provide the name or IP address for the server you would like to connect to,

Server:

Connect | Cancel |

The Server Overview Report will show connection to all three nodes:

P asnlel - [Comiobe ool SHIS Dataleeper Eeports Server Drverview]
W Eh o bew  Feode Wiodes Heb | =18 2]
@ | =m| B |
Consoie Rl Actione
3 frorminclll | K —
= W 5105 Dist sk seper
= i Jobs Create Job
. ;E“m SRR S s S _ Cornect to Server
i | = | PRIMARY.TESTIR3SC STERLEYE.COM ( PRIMARY | ) Mironng Csconvact from Server(s)
- U T vouma| Mrvor Bte | State | File Svmsem | Tosal 5 | | ,
2 PR e re—— E Soace () Mineiing  NTFS §,023.00 MB b
Y : ; P "radoes From Here
| & | BECONDARY. TEST2003.5C.STEELSVE.COM [ SECOMDMRY | 5 Mimorng =
vome] Mo foke | State | File Sysoam | Total S | i ’
E Targat &5 Mirmoring W &

b. Create a job containing a mirror to the third node.

F= steelfye DataKeeper =10| x|

Create a new job

A& job provides a logical grouping of related mirmors and servers. Provide a name
and description for this new job to help remember i,

Job name: |!'-'-11'mrF

Job description: | Mirror F to 3rd Nodd

c. Select a Source.
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o Lioix

3 Choose a Source

[ SRRl Choose the sanver with the sowncs woiume.

Sharsr Viodurmes Ferver: VIRTUALL.SUPPORT LOCAL _.]
Choose 3 Tanget Connect to Server
Configura Details

Chioass the [P address to use on the serer,
1P address: | 172.17.102.131 ﬁsa;ss;sz.a =

Chioase the volurme on the sslacted sarver.
volume: | F =]

d. Select Shared Volumes.

F_"i Mew Mirror -FI m
7@ Shared Volumes

Choose a Source Source server: VIRTUALL.SUPPORT.LOCAL
Shared Veolumes Source IP address: 172.17.102.131

Choose a Target Source wolume:  F

Configure Details

Choose the systems that have volumes which are shared with the system above. Uncheck
the “Include” box if any system should not be induded in the job. Shared volumes are
required to be configured using the same subnet as their peers. If any systems do not have
an IP address on the selected subnet, their 1P address will be displayed as empty. These
systems cannot be included in the job using this subnet.

Include | SErver | Velume | Source IP | Mask | |
I VIRTUALZ.SUPPORT.LOCAL F [172.17.002.132 22 =
Connect to Server

e. Select a Target.

Page 415 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

f. Configure Details. Choose compression settings, if applicable, and choose mirror
type, Asynchronous or Synchronous. Select Done.

The mirror will then begin resyncing to the third node. After resyncing is complete, the Job State
will change to Mirroring.
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™ Consolkel [ £ onsnke Root | Stesl ye Datakeeper | Jobs | Mirror F)

B Fle Acon Vew Faveritss Window hep
e up | im | Eiem

| Corsole Root
+ B Folover Custer Manager 4, Summary of Miror F - Mirror F to 3rd Node
= [ SteeEve Datakeeper
= & b
- = 'HE;E Joby rama: Mirrey F
‘s Job Cverview Job descrpion: M".mar!ge
J Server Dvervew | Job stwte: to Mirroning
E h Compyter Managemen! [Loc
Source Seror | Target Sarver | Torget vokume |  Sourcetr | Twgm | s
Source volame: F
VIATLAALLSUPPORT.LOCAL  VIRTUALI.SUPPORT.LOCAL F W20 1717002000 ke
4 [ i

6. Add DataKeeper Volume Resource.

To add the DataKeeper Volume Resource to the SQL Server cluster resource group, perform one

of the following:

Automatic Creation of a Mirror in WSFC

Manual Creation of a Mirror in WSEC

7. Add third node into the cluster.

Use Failover Cluster Manager MMC to perform the following steps (Note: Make sure the
Failover Clustering feature is installed on the third node prior to adding into cluster):

a. Right-click Nodes.
b. Select Add Node.
c. In the Add Node Wizard, enter name of server to be added, click Add and select Next.

d. Yes may be chosen to perform Validation Testing, but be aware that some errors are
expected due to the disk being locked on the target side. Note: When performing validation
testing, select Run only the tests | select, then deselect the Storage tests from the Test

Selection screen.

Even though the Storage tests were deselected, the Failover Cluster Validation Report will still
report a List Cluster Volumes failure in the Cluster Configuration Test. This, along with a few
other warnings, is expected due to the third node and its volume not being shared with the first

two nodes.
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{7 Failover Cluster Validation Report - Windows Internet Explorer

@T;Iv [: mibvtoml: fle: fjC: W bsers \adminestra tor, SUPPORT. 000 \AppDataLocal \Temp | 1 \mpa 5AB. tmp. mht= 76 j 3
g Fovorites | 53 @8 suggested Sites + B | Web Sice Gallery =
& Faiover Cluster Validation Report I |
-
ﬂ(}luster Configuration
Hama Resutt Dascription
Caedar J—Tﬁ Succass
i | r M rk; Information J_—Tﬁ Success
i | r R J% Success
i | r luarme ir:a Falled
I rvi nd Applicaki J_'LL Warning
r fiqur J_i Warning
validate Resource Status ""—i Warning
¥alidate Service Principal Name "@ Success
validste Volume Consistency "’a‘a Success

e. After viewing the Validation Report, select Finish. The Validation Warning screen will
reappear. Select No to add the node without performing the tests again.

f. Select Next on the Confirmation screen.
g. The Summary screen will appear indicating that the node was added successfully. A
Warning may appear on this screen because SQL Server has not yet been installed on the
third node. This installation will be performed in the next step.

8. Install SQL Server on the third node.

a. On third node, run the following command:

Setup /SkipRules=Cluster VerifyForErrors /Action=AddNode
/INSTANCENAME="MSSQLSERVER”

b. On Setup Support Rules screen, select Okay.
c. When prompted, enter Product Key and select Next.
d. Accept License Terms and select Next.

e. On the Setup Support Files screen, select Install.

Page 418 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

f. The Setup Support Rules screen will appear. Review the System Configuration Check
Report for any failures, then select Next.

g. Select Next when the Cluster Node Configuration screen appears.

h. On the Service Accounts screen, enter Passwords for SQL Server services based on

setup of the first nodes. Select Next.

e Add a Failower Cluster Hode ] _...J_m!I

Service Accounts

Specify the service accounts and collation configuration.

Setup Support Rules Micrasoft recommends that you use 8 separate account for each SOL Server service.

el Servce  Account Mame  Password  Starp Type
s SQLFulltextFite Dasnon Launcher | NT AUTHORITYLOCALSER... Ml
:f:‘x“ S0L Server Database Engine l.w;.'lmlw tlilr&ll w
h:;-;“ 500 Stf'v!f &D‘M_cf NT AUTHORITYWOCAL SER... : | Aurtomabc
Add Node Progress SQL Server Ager e tiadministrator EEERAEE IMars
Complete
< Back I Next > Cancel | Help

i. When the Error Reporting screen appears, select Next.
j- When the Add Node Rules screen appears, select Next.
k. Once the Ready to Add Node screen appears, select Install.

I. The Complete screen will appear notifying that the Failover Cluster Add Node operation
is complete. Select Close.

9. The final step is to reestablish any/all resource dependencies between the SQL Server service
resource and the new DataKeeper volume resource.

a .Right-click the application resource and select Properties.

b. Select the Dependencies tab.
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c. Click on the Click here to add a dependency tab.
d. Enter the new DataKeeper volume

e. Select Apply and then Okay.

SOL Server Properties X 3_]

‘General Dependences | Policies | Advanced Polcies | Propertes |

Specify the resources that musi be brought onling before this resource can
be brought anline;

| AND/OR  Rasource
Hame: SQLSUPPORT

SRRE - Dofcoper Voime 13

¥ Click here to add a depandency

Dependencies should now be reestablished. The Dependency Report may be viewed again to

make sure.
] 7] & - 2*
SOL Sereen Sy SGL S L] .' Vet miny Vigrom Rarit

il e gar FL berve \ Yy S0 SLEROAT * Aodrems 17207 122 K
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8.9.11.11. Extending a Traditional 2-Node
Cluster to a Shared-Replicated
Configuration

Add a Shared Node Using Windows Server 2008R2 or 2012

When using Windows Server 2008R2 or 2012, a 1x1 2-Node replicated cluster using DataKeeper
Volumes can be extended to a 2x1 shared and replicated 3-Node cluster by using either of the following
methods:

+ WSFC GUI
« WSFC command line tool: “cluster /add /node:<standby node name>"
» powershell -command : “Add-ClusterNode -Name <host name>"

In Windows Server 2008R2 or 2012, DataKeeper shared disks will remain DataKeeper Volume
Resources in the cluster when additional nodes with shared disks are added. This is because the shared
disk is never accessible on every node in the cluster — only two systems in a 3-node cluster. It is very
important that the DataKeeper Volume Resource not be converted to a WSFC Physical Disk Resource.

Add a Shared Node Using Windows Server 2008R2 “SP1”

! WARNING - The WSFC mmc GUI behavior on Windows Server 2008R2 “SP1” has
changed!

Starting with WSFC 2008R2SP1, Microsoft has changed the behavior of the WSFC mmc GUI when
adding nodes to a cluster. If the new node is hosting a disk that is shared by one or more other systems
already in the cluster, the shared disk on the new node and the existing DataKeeper Volume Resource
will automatically be converted to a WSFC Physical Disk Resource when the node is added to the
cluster! The transformation process includes a volume letter change that will break the DataKeeper
Volume Resource and the associated replication mirror. Clustered applications will likely be impacted.

When using Windows Server 2008R2SP1, do not use the WSFC GUI to add a node to the cluster if the
new node is hosting a DataKeeper shared disk.

When using Windows Server 2008R2SP1, additional nodes with DataKeeper shared volumes can be
safely added to a WSFC cluster using only the WSFC command line tool as follows:

« WSFC command line tool: “cluster /add /node:<standby node name>"
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8.9.11.12. Using DataKeeper Cluster Edition
to Enable Multi-Site Hyper-V Clusters

Prerequisite

Familiarity with Microsoft Windows Server, Microsoft Windows Failover Cluster Server
Management and Hyper-V Virtual Management procedures and commands is highly
recommended.

Note: DataKeeper ClusterCluster Edition does not support Cluster Shared Volumes; therefore,
when configuring Hyper-V with DataKeeper Cluster Edition, you must have one volume per virtual
machine.

1. Before you begin, all the Microsoft Windows Servers in your cluster must be installed and
configured as outlined in other topics for this product (refer to “Creating a DataKeeper Volume in
WSEC”). In addition, the following products must be installed and configured on each server in

your cluster.

OPEIRMITE Microsoft Windows Server 2008 R2 or Later

Systems

E; ?granre 64-bit environment and supports hardware-assisted virtualization (Intel VT) technology

Virtual

Management Hyper-V role and all Hyper-V updates

Software

SIOS e . . .
A DataKeeper ClusterCluster Edition license key is required for every server on which

DataKeeper : . ) .

: DataKeeper runs. This applies to both physical and virtual servers

License
A high speed WAN link between the primary data center and the DR site (see
performance benchmark on bandwidth configuration)

Network

Configuration 0 ) .

IMPORTANT: Make sure that Virtual Network Names for NIC connections are

identical on all cluster nodes.

gg:ctsvtvzrrSGrver Windows Server 2008 R2, Server 2012, or later Failover Cluster Management

* IMPORTANT: DataKeeper Cluster Edition registration with Failover Cluster is automatic
and occurs 60 seconds after detecting a Failover Cluster configuration on each node.

2. Use the SIOS DataKeeper GUI to configure a job that includes all mirrors and shared relationships
for the nodes that are part of the cluster. Wait until the mirrors are in the Mirroring state. For more
information about setting up your SIOS DataKeeper environment, see the Getting Started topic.
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3. Using Hyper-V, configure the first virtual machine and make sure to specify E:\ in the Store the
virtual machine in a different location text box. This setting is in the Specify Name and
Location window.

J_ﬁ Mo Wirtual achine W ard
|
*I Specify Name and Location
Bafcap ¥ous Begn Chooss & name and location for this virtual machine,
_ Thes name i displaned in Hypeer-¥ Marsger. Wi recommend that you use & name that helps you saslly
Assign Memory identify this virtual machine, such as the name of the guest operating system or workload.
Conlfigure Networkng Mame;  [vMy
Connect Virtual Hard Dk ¥ou can creats a Folder or use an existing Falder bo store the virtual machine. IF you don't select &
Instalataon Opbions Fobder, the virbusl machine & stored in the default folder configured for this server,
M Store the virtual machine in a diferent location

Location: [E-| Browss.., |

b 1 ou plan bo babe snapshots of this virtusl machine, select a location that has encugh
free space, Snapshots indude virtual machine data and may reguirs a large amount of
space,

e e e

4. Select Finish and then shut down the virtual machine.

5. Use WSFC to create a Virtual Server resource choosing to protect the first virtual machine. This
option is available under Configure a Service or Application.

h:f_- High Availability Wizard

P+ Select Service or Application

o

Before You Begn Select the service or apphcation that you want o configure for high avalabilty
. = Giemenc Apphcation & Detenphon
Ak Grerete: Senpl A vubual machne 17 8 wetusized
Braail J Gonenc Servico comguler H tystedn rureeng on o physcal
- - Irtermet Storage Name Senvice (SHS] Server compuler. Muliple vehual machines can
L ._.;_:,-I-I:I Hagl 2 Ml.'-':'lu o LI O 0N COMputes
75 Otther Seerver
i Pt Server
-
S WINS Serves -
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':'H High Availability Wirard

¥~ Select Virtual Machine

-
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Beloe Tou Begn Siebech the virtual machne]s) from the list that you wish to make highly avadable
Select Service of
Applcation Namn [ Stots | Host Server |
m O & vista Paued WSFC2 datakeepes local
= _', VM1 o WSFCT datakeepet local
ardtmstnr 0O & wsst Saved WSFC1 datakeeper local

".Lq»_'_ High Availability Wizard

f;__‘- Confirmation

Before You Begn You are peady to corfigure high avallabiity for 2 Vistual Machine
Select Service of

Application

Selact Vitual M Yirtual Machine: VM1

onfgpas Hick

To cortire, chok Mot
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."'J‘ High Availablity Wizard

High arvalabilly was successhuly configured for the service of appicstion
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High <" Virtual Machine

Tio viewi the repoel crested by the vezard, chek. View Repon.
Toclose thes wazad. chck Firsh

Fesult

J..

Wairning

i L

6. Add a SIOS DataKeeper volume resource. Right-click on the virtual server resource created in
Step #5 and choose Add a Resource, then More Resources -> Add DataKeeper Volume from

the context menu.

B Failbower Chuster Manadger

Fle Acton View Help

- ol * Ufay
%Fuhwﬂnlﬂw CarwiCES and appbcations
- ﬁl: hvperciuater datsieeper oo I
il
= T senvces and spphcators | [ higms [2s [ Tipe | Cumert Owrewr | Ao st |
- it so— : Venasl Maching  HYPERVT Yoa
% i Mok
) Stor Start virtusl machines
i 11.‘*'.‘- :
[ cue
Manage virtual macdhne
Morvr wrtual machne(s) to acother rode ]
Show the oibcal events for Bes applicabon
1 - Oeerit Acress Port
2 - iGeneric Apphcation
Do auto start 3 - Goneric Seript
Show Dependency Report 4 - Generic Servce
1 - dd Datakoeper Volume
Declete 2 = Add DHCP Service
iz 3 - Add Destributed Transsction Coordmabor
Refeh
_ 4 - Add [F Address
Progerties ke S : 5 - Add TPv6 Address
6 - Add 1P Tunnel Address
Hek S o 7+ Add EE Custer Resource
B - Add NFS Share
(herd Access Name: Capacity: 9+ Aad Print Spocker
& - Add WING Service
IF Adchresses

7. Right-click on the SIOS DataKeeper volume resource and choose Properties — DataKeeper
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Volume Parameters. Denote which drive letter it is associated with the DK resource (e.g. Volume

E)
| New DataKeeper Volume Properties E |
.
General I Dependencies | Policies I Advanced Policies I
Shadow Copies Datakeeper Volume Parameters

i q Datakeeper volume not yet assigned. Please Refresh
=% assign a DataKeeper Volume for this resource 1=
before proceeding.

— DataKeeper Volume Parameters

Yolume: I j

Total Size: Il

Source System: I

QK I Cancel Apply
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- '*,hvmu‘dlwkm
" b
BN 2 Macrore |
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s OraOE
# 4 Netwerks
2] Chter Evarts

..-.]_I.-h'-I
Stodun: Pl Onire
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8. Use Microsoft WSFC Manager, right-click on the Virtual Machine Configuration VM1 and

choose Properties. In the Properties window, choose the Dependencies tab and add the New

DataKeeper Volume as a dependency. Click OK.
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9. Right-click on the Virtual Machine VM1 resource and choose Start.
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10. The virtual machine is now online and highly available.
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11.

Move Virtual Machine(s) to Another Node.

12. Verify that the virtual machine is now running on the secondary server.
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Verify that Quick Migration works by right-clicking on the virtual machine resource and choose

13. Simulate a catastrophic failure by pulling the power cord on secondary server and verify that the
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virtual machine automatically restarts on primary server.
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8.9.11.13. Split-Brain Issue and Recovery

When protecting DataKeeper volume resources in Microsoft WSFC, if all nodes are included in the
cluster split-brain recovery should occur automatically.

However, in a Node Outside the Cluster scenario a split-brain may occur if network connectivity is lost to
the DR Node. The user might choose to manually switchover the volume to the DR node while WSFC
maintains the source on the original cluster node. When network connectivity to the DR node is restored
there will be a conflict known as a split-brain condition where both systems assume the ownership role
over the volume. The SIOS DataKeeper user interface will display the error “Mirror
Inconsistencies - Click the following mirror(s) to resolve source conflicts -

Mirroring is halted until this is resolved” (as shown in the diagram below).
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In addition, the following error is logged to the System Event log:

An invalid attempt to establish a mirror occurred. Both systems were found

to be Source.t

Local Volume: F

Remote system: 192.168.1.212

Remote Volume: F
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The mirror has been paused or left in its current non-mirroring state.

Refer to Extending a Clustered DataKeeper Volume to a Node Outside the Cluster for the recovery

procedure.
Resolving a Split-Brain Issue via the Command Line Interface

EMCMD <system> PREPARETOBECOMETARGET <volume letter>

This command should only be used to recover from a Split-Brain condition. It should be run on the
system where the mirror is to become a target and is only valid on a mirror source. This command
causes the mirror to be deleted and the volume to be locked.

To complete split-brain recovery, run CONTINUEMIRROR on the system that remains as the mirror

source.
Example Scenario

If volume F: is a mirror source on both SYSA and SYSB, you can use emcmd to resolve this split-brain
situation. Choose one of the systems to remain a source — for example, SYSA. Make sure there are no
files or modifications on SYSB that you want to save — if so, these need to be copied manually to SYSA.
To re-establish the mirror, perform the following steps:

EMCMD SYSB PREPARETOBECOMETARGET F
The mirror of F: on SYSB will be deleted and the F: drive will be locked.
EMCMD SYSA CONTINUEMIRROR F

Mirroring of the F: drive from SYSA to SYSB will be established, a partial resync will occur (overwriting
any changes that had been made on SYSB), and the mirror will reach the Mirroring state.
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8.9.11.14. Switchover in an N-Shared x N-
Shared Configuration

In a multi-shared storage environment between two sites (as shown in the diagram below), each server
in each site has access to the storage being shared between the servers at that site. When a
DataKeeper mirror is created, one server in each site will be designated as the mirror endpoints of the
mirror.

(Note: N represents a number from 1 to N; e.g. 4x1 represents 4 servers sharing a disk replication to
another site with 1 server.)

In the following example (3%3), a DataKeeper mirror has been created to replicate the X: volume from
Site A to Site B.
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Note that there are three servers sharing storage in Site A. Those servers are:

* S1 — Currently the SOURCE of the mirror

+ S2 — Shared Source (locked)

* S3 — Shared Source (locked)
Because S1 is the SOURCE of the mirror, we refer to S2 and S3 as shared source systems. This implies
that these servers currently share access to the volume on the SOURCE side of the mirror, but they
cannot currently access the volume because they are not defined as the source of the mirror. (Note: A
user on S2 will see “access denied.”)

There are three other servers sharing storage in Site B.

e T1 - Currently the TARGET of the mirror (locked as the primary target)
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* T2 — Shared Target (locked)
* T3 — Shared Target (locked)

They share access to the Target volume currently defined to T1. T2 and T3 are referred to as shared
target systems. File system access to the target volume is locked on all three systems.

All six servers are part of the WSFC cluster, and all of the WSFC protected resources are currently
active or “ONLINE” on S1.

Given this initial replicated configuration, it is important to understand which servers are eligible to “take
over” and become the ACTIVE server. With a DataKeeper mirror in place, the following rules apply:

1. Switchover to a Shared Source server (S2, S3) is allowed.
2. Switchover to the current Target server (T1) is allowed.

3. Switchover to a Shared Target server (T2, T3) is not allowed; however, there is a two-step process
to switch over to these servers.

* First, switch over to the target T1.

* Then you can switch over to either T2 or T3 server.
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Switchover to a Shared Source Server

In our example, either S2 or S3 is eligible to become the ACTIVE server and source of the mirror. If we
switch the protected resources to S2, S2 will become the new SOURCE of the mirror and T1 will remain
the Target of the mirror.

1. Initial Mirror Configuration: S1 — T1
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2. Action: Switchover to S2 (Bring resources ONLINE in WSFC)
3. Final Result: S2 — T1

Switchover to the Current Target System

In our example, switching the protected resources to T1 will effectively reverse the mirror direction
making T1 the new SOURCE of the mirror and S1 will become the Target of the mirror.

1. Initial Mirror Configuration: S1 — T1
2. Action: Switchover to T1 (Bring resources ONLINE in WSFC)
3. Final Result: T1 — S1

Switchover to a Shared Target System

This is not allowed. The switchover operation will fail, but as noted above, a two-step process can be
used.

1. Initial Mirror Configuration: S1 — T1

2. Action: Switchover to T1 (Bring resources ONLINE in WSFC)
3. Intermediate Configuration: T1 — S1

4. Action: Switchover to T2 (Bring resources ONLINE in WSFC)
5. Final Result: T2 — S1

Failover

In a failover scenario where the current source system fails or a resource failure triggers a group failure,
Failover Clustering attempts to fail over the resource group to another node in the cluster. Factors
affecting the failover include the following:

* Node Failure vs Resource Failure
* Preferred Owner List is set for the Resource Group vs Preferred Owner List is not set
* Possible Owners

The following article describes how Failover Clustering determines which node to fail over to.

http://blogs.msdn.com/b/clustering/archive/2009/08/11/9863688.aspx

Important: In an N x N configuration, DataKeeper supports failover to any one of the shared source
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systems or to the target system. If Failover Clustering tries to online the group on an ineligible system
(one of the shared target systems), that online will fail. Failover Clustering will continue trying to online
the group on different nodes and eventually succeeds when a system that is eligible for failover is tried.
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8.9.11.15. Installing and Using DataKeeper
Cluster Edition on Windows Server 2008 R2
[ 2012 Core Platforms

1.

3.

Prepare the servers.

Install Windows Server 2008 R2/2012 Core on two servers, configure IP, join a domain, configure
firewall for remote administration, configure the server for remote access and install the Failover
Cluster feature.

Server Core Installation Option Getting Started Guide

Confiquring a Server Core Installation of Windows Server 2008 R2 with Sconfig.cmd

Install and Deploy Windows Server 2012

Install SIOS DataKeeper.

Run the SIOS DataKeeper (DK) setup.exe from the command line on both servers. Make sure you
choose to install the DataKeeper core services only, not the DataKeeper GUI.

An email should have been received containing the license file(s). It is recommended that this file
be renamed to the YYYYMMDD.lic format to distinguish the day the license was activated. Once
received, copy the license file(s) to the appropriate directory.

* On each system, copy the file(s) to:
%windir%\sysWOW@G64\LKLicense (ex. c:\windows\SysWOWG64\LKLicense)

Note: If the LKLicense directory does not already exist, it will need to be created prior to copying
the files.

On a management server (or Vista workstation with “Remote Server Admin Tools” installed), install
the DataKeeper GUI console only.

Using the management server’'s DataKeeper GUI, connect to the new core only servers and create
a “job” with a mirror of the data volumes.

Using the management server, create the WSFC cluster.

Change the quorum mode to Node Majority if deploying an odd number of nodes or Node and
File Share Majority if deploying an even number of nodes. Refer to the appropriate Microsoft
documentation for official guidance on quorum configurations in a multi-site environment.

http://download.microsoft.com/downlo...Clustering.doc
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Configuring the Quorum in a Failover Cluster
8. Add the DataKeeper ClusterCluster Edition resource to the cluster.

Note: The example below assumes you want to add the E drive mirror to your Hyper-V
resource.

Start Powershell on the primary core only server and enter the following commands:
* Import-Module FailoverClusters

* Add-ClusterResource -Name “DataKeeper Volume E” -ResourceType

“DataKeeper Volume” -Group “<name of Hyper-V resource>"

* Get-ClusterResource “DataKeeper Volume E” | Set-

ClusterParameter Volumeletter E
9. Add your resource to Windows Server Failover Clustering to make it highly available (HA)
To make a Hyper-V VM HA - Hyper-V: Using Hyper-V and Failover Clustering

10. Finally, if not already done in the previous step, add the DataKeeper replicated storage to your
resource to complete the dependency creation and setup.
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8.9.11.16. Non-mirrored Volume Resource

A non-mirrored volume resource is a DataKeeper resource where no data is replicated to any node in
the cluster. This resource type should only be used where the data is temporary and/or non-critical such
as MS SQL Server tempdb space. In this case, when MS SQL restarts on another node after a failover
or switchover, the tempdb space is automatically recreated so replication of the data is not necessary.

This non-mirrored volume resource will be able to come Online and go Offline on all cluster node without
ever affecting the configured volume. Additionally, the volume will remain unlocked and writable at all
times on all nodes in the cluster.

To configure a non-mirrored volume resource:

» Configure a volume on all cluster nodes using the same drive letter (all nodes must use the same
drive letter).

+ Create any directories that are required for the volume on all cluster nodes.

+ Create a DataKeeper Volume resource using the Failover Clustering Ul. Provide a name that best
describes its intended use — (Example: “DataKeeper Volume F (Non-Mirrored)”). The following
steps will set the Properties needed for the non-mirrored resource:

* In the Failover Cluster Manager, right-click the Cluster Group or the Role that will contain
the non-mirrored DataKeeper Volume Resource. If a role has NOT been defined, an Empty
Role must be created.

» Select Add a Resource, More Resources, then select DataKeeper Volume.

* Right-click on the new DataKeeper volume resource and select Properties.

* Enter the Resource Name you selected earlier (Example: “DataKeeper Volume F (Non-
Mirrored)”) then click OK. You do not need to change any other properties at this time.

The following steps will set the Properties needed for the non-mirrored resource:

» Assign the following properties using Powershell:

Volumeletter =F (if the drive letter is F, otherwise whatever the drive letter is)

NonMirrored =1 (there is no space between Non and Mirrored)

* Add the properties using Powershell:

Get-ClusterResource “DataKeeper Volume F (Non-Mirrored)” | Set-

ClusterParameter —-Name VolumelLetter -Value “F”
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Get-ClusterResource “DataKeeper Volume F (Non-Mirrored)” | Set-

ClusterParameter —-Name NonMirrored —-Value 1

If this non-mirrored volume resource is to be used with MS SQL Server for tempdb space the following
configurations steps are needed:

» Ensure that the volume security settings for the user account that is chosen to run SQL Server
services has full access to the volume on all nodes in the cluster.

» Ensure that the “SQL Server” resource in the Failover Clustering group has a dependency on the
new DataKeeper Volume resource.

| SOL Server Propetties

Gereral Dependencies | P'u:uliu:iesl Advanced Policies | F'ru:upertiesl

Specify the rezources that muzst be brought online before thiz resource can
be brought online:

ANDAOR | Resource

3 D atak eeper Yolume F [Mon-Mirored)
AMD Marme: SOLEDMMET
AMD D atak.eeper Yalume E

#* | Click here to add a dependency

Inzert Delete

D atak.eeper Yolume F [Mon-tirored] AMD Mame: SOLEDMMET AMD
Datak eeper Yolume E

How rezource dependencies wark,

k. I Cancel F¥u]m 1
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8.9.11.17. Using DKCE to Enable Multi-Site
File Share Resources with Windows Server
2008R2 WSFC

Use the following procedure to protect File Share resources using SIOS DataKeeper and Microsoft
Failover Cluster (WSFC).

* IMPORTANT NOTE: DataKeeper Cluster Edition registration with Failover Cluster is
automatic and occurs 60 seconds after detecting a Failover Cluster configuration on
each node.

1. Create a mirror for the volume using the SIOS DataKeeper user interface. Make sure the mirror is

in “Mirroring” state before protecting in WSFC.

I:l.ﬂnk::'r.'-n-r-l [5105 Datakseper' Jobs' Jab]

dF S105 Dstakmeper Achipns
= i xbs Summary of Job - Job Desoription _"
o i

o I s Croate kb
2] iﬁ;ﬁ%ﬁ::ﬂ Job nama: Job Connect to Server

Job descriptin: kb Descriptien Disconnect From Servar(s)

lobsate: {4 Mirring i Fmse ard Unkock 0 Mrors

b Conbinue and Lock 8l Mierars
= Break &l Mirors

i:t' Resqree Al Merors
PRIMERY.TEST2003.5C.5TEELEYE.COM  SECDNDARY.TEST2003.5CSTEELEYE.COM E
il | b| | #® Sechaves Mirors

Source Sarver [ Target Sarver | Target velur

Source wolisme: E

=+ Craate & Mo
=] Aename kb
K Delete b
R ]

Target: SECONDARY. TEST20SCS,., =

Mimror | Source Sarver Tanget Sanver

W Pause ared Liniock Miror
Merror bype: Amynchromous
Disk apeace: 1,021.00 M8 o ek tror
Compressian: Kore: P Conbinie and Lock Mirnor oo
Maoorrom barcvecth: 0 lbps ‘: Rasync Mimor
Edit I #* Swichover Miror

! Reassign Job

2. Use the DataKeeper Auto-register Pop-up to quickly register the replicated volume with WSFC.
Select YES to auto-registration. The DataKeeper replicated volume will automatically be added to
cluster Available Storage.
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SIOS DataKeeper [ x|

The volume created is eligible for WSFC cluster. Do you want to
auto-register this volume as a cluster volume?

Yes MNa

Open the WSFC Failover Cluster Manager

3. Right click on “Services or Application” and create a File Server resource. The File Server Role
must already be installed on all the nodes in your cluster. If not, an error will be displayed.

B9 High Availability Wizard

ff“ Select Service or Application
i

Before You Begin Select the zevice or application that vou want o canfigure for high availability

2 Of

."-.|_||_||i|_ Al

Client Access Point _1DFS Namespace Server ~| Description:
Selact Storane i’ DHLF Sever & file server provides a cenbral location
I = Distrbuted Tranzaction Coordinator [DTC) on your netvork where you can store
Confimation ol File Server and share files with wsers.
Configure High "= Gereric Application
Avvailabilty |2l| Gereric Scipt
Summany A Generic Service
£ Intemet Starage M ame Service [SM5) Server
& .
& Meszage Queuing
i Mk s Casime :I
Cancel
a. Click Next.

b. On the next screen fill in the File Server resource name and provide an IP address.
Click Next.

4. Add DataKeeper Storage to the File Server resource.
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B4 High Availability Wizard

== Select Storage

Before 'f'ou Begin Select only the dorage volumes thal vou want o sszign o this service ar applhicstion.

S alact Sarvice of “fou can azsion additonal storsge to this service or appbeation after vou complete this weead.

Applicaban

Client Access Paint

o Oriline

Fil m; MTFS

Canfimation
Canfigura High
Ay ailabilty

¥

Summary

« Pravious " Mext » | Cancel

a. Select the DataKeeper Volume check box above and click Next.

b. The File Server Confirmation screen will be displayed, confirm it and click Next.

c. The File Server Configuration Summary will be displayed, Click Finish.

d. The File Server resource will be created with the DataKeeper volume root path as shown
below.
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Auto Start: Yes

| S1stus |

Seaver Name
B
g™ IP Address 17217,103 207

Disk Drives
= s Datalsapes Volure E
Volume: [E]
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(#) Oriine

(¥) Driire
File Syatem NTFS
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| Type
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& ES EX
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| Add aresounce ]
) Disable subo stat
e Show Dependency Report

Whewy L]
K Delete
=] Rename
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Proguesties
Felp

Mavee: DewWinZ00Chesrs -
Fd Take this rescurce offine it
Ii_ll Shaowy e orikical evvents F..

= Shew Dependency Report

r =

5. Using the Failover Cluster Manager, create a resource dependency from the File Server
resource to the DataKeeper Volume resource. This dependency relationship is very important to
coordinate in-service and out-of-service operations of the file share and volume resources when
moving the File Share resource from one node to another node.

a. Right-click on the File Server resource name (center panel, selected above), then select

Properties.

b. Add the DataKeeper Volume resource as a dependency for the File Server resource,

and click OK.
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Name: DevWin200ClusFS Properties E

General Dependencies I F'u:ulin:iesl Advanced P'u:uliu:iesl

Specify the rezources that must be brought online befare thiz rezource can
be brought online:

| AMDAOR | Resource

IP Address: 172.17.103.207

3 AND 1atak.eeper Valume E

# | Click here to add a dependency

Ingert Delete

IF Address: 17217103 207 AMD Datakeeper Yolume E

How resource dependencies work,

OF, I Cancel Apply

6. The File Server resource is now ready for file shares to be added. File Shares can be added
several ways.

a. Right-click on the File Server resource (highlighted below) and select “Add a shared
folder”. Or, use the “Add a shared folder” action on the right panel shown below.
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b. The Shared Folder Location screen shown below includes a browse button to locate the
folder to share on the DataKeeper Volume. Then click Next.
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E% Provision a Shared Folder Wizard (DevWinZ200ClusFS)

@ Shared Folder Location

Specify the folder that you want to shate. On a volume with appropiste chasact erishics
and space, select an exiting folder or create a new one. If an appropnate volume doss
not esizt, chok Prosasion Storage and creste one.

Browse. |

Available volumes:
Yolume ] Capacity | Free Space I Type |
System Reser.. 100 ME M.9M8B Simgle
=] 243 GE 855 GB Simple

— Deetails

Yolume:  System Reserved
Shadow copies.  Unkrown
Indexing  Unknown

Highly available server.  DEVAWIN200CLUISFS

Provizsion Storage., |

{ EreAcLe ||FI Cancel I

c. The NTFS Permissions screen provides alternative NTFS permission level, and click

Next.

d. The Share Protocols screen provides protocol selection, share name, confirm Share
Path, and click Next.

e. The SMB Settings screen provides a Description for the Share, and click Next.

f. The SMB Permissions screen provides alternative SMB permissions, click Next.

g. The DFS Namespace screen provides a publish to DFS namespace option, click Next.

h. The Review screen provides a configuration summary, click Next.

i. The Confirmation screen displays success or failure to create the file share, click Close.

7. Add a file share using a DataKeeper replicated volume resource is now completed. Shares are
displayed in the lower Shared Folders panel shown below.
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8.9.11.18. Creating Other Server Resource in
WSFC

When creating an Other Server resource in WSFC, you will be prompted for a storage resource

(DataKeeper resource) twice. You will check the first one, but do not need to check the second dialog.

Click the “checkbox” for the first dialog “Select Storage”.

',‘_'-l High Availability Wizard

F;_—- Select Storage

=

Bt You Bogn Select only the stoeage volumes that you want bo azign 1o the: zervice or application
: Yo con gssagn ackional sharage 1o this sernce of appbcation after you complete thiz wzaed.
Select Sennce o
Application
Chert Accass Pomt Heme | Stahss

E +uﬂa|ai\em".l'uhm li' Oniire

_<Povious |[_New» | Cocel |

But DO NOT check the box in the 2nd dialog “Select Resource Types”. This will attempt to create
another resource, which is not required.

"-;‘g High Availability ‘Wizard

;f—,:-_- Select Resource Types

Bedoss Y'ou Begn Sebect ary esource lypes pou want crested in the new application of senice.
Select Service of

Apphcation

Chand Accass Pory | Dotk e ik

Sﬁutihﬂ-u&

= LITHT Y

<Brevious |[Hety | Corcel |
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8.10. FAQs

Refer to this section for answers to the most frequently asked questions about SIOS DataKeeper and
SIOS DataKeeper Cluster Edition.

Add a New Disk / DK Volume to an Existing Clustered SQL Role

Awareness of Windows Filenames and Directory Names

AWS lIssues and Workarounds

Change Mirror Endpoints

Change Mirror Type

Create a Mirror and Rename Job and Delete Job Actions Grayed Out

Data Transfer Network Protocols

Delete and Switchover Actions Grayed Out

Deleting a Mirror FAQ

Error Messages Log

Evict a Node from a Cluster

Inability to Create a Mirror

Network Disconnect

Reclaim Full Capacity of Target Drive

Remove DataKeeper Storage from a Windows Server Failover Cluster Role

Resize or Grow Mirrored Volumes

Server 2012: Server Manager “File and Storage Services” Disk Status

Split-Brain FAQs

Stop Replication Between Source and Target

Using Volume Shadow Copy
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Volumes Unavailable for Mirroring
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8.10.1. Add a New Disk / DK Volume to an
Existing Clustered SQL Role

When adding an additional disk to an existing cluster, the dependency relationship must be verified and

configured manually based on the following requirements:

* The IP Address and the Disk Resource/DataKeeper Volume do not depend on anything

The SQL Network Name depends on the IP Address

* The SQL Server depends on the Network Name and a Disk Resource/DataKeeper Volume

+ The SQL Agent depends on SQL Server
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8.10.2. Awareness of Windows Filenames
and Directory Names

Question

Is SIOS DataKeeper aware of Windows filenames and directory names?

Answer

SIOS DataKeeper is implemented with a Windows kernel mode filter driver that sits above the physical
disk driver but below the file system. As a result, the SIOS DataKeeper driver knows nothing about
individual files or the file system itself. It is only aware of raw writes to the disk.
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8.10.3. AWS Issues and Workarounds

Question

What is the best practice for shutting down clustered VMs in AWS?

Answer

If shutting down the primary source node, all cluster roles depending on a SIOS DataKeeper Volume
Resource should be placed in the Offline state. Also make sure all mirrors are in the mirroring state prior
to shutting down any VM. The node shutdown order does not matter as long as the previous steps have
been taken.
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8.10.4. Change Mirror Endpoints

Question

Can | change the mirror endpoints (IP address) of a system currently associated with an existing mirror?

Answer

Yes. The EMCMD called CHANGEMIRRORENDPOINTS allows you to change the endpoints of a
mirrored volume that is configured on 3 nodes or fewer. (If your configuration consists of more than three
nodes, the mirrors must be deleted and recreated.)
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8.10.5. Change Mirror Type

Question

Can you change the mirror type of an existing mirror from Synchronous to Asynchronous or vice-versa?

Answer

Yes, you can change the mirror type using the EMCMD CHANGEMIRRORTYPE command.
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8.10.6. Create a Mirror and Rename Job and
Delete Job Actions Grayed Out

Question

Why are the Create a Mirror, Rename Job and Delete Job actions grayed out?

Answer

If a node that is part of the job is down, these actions will not be enabled.
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8.10.7. Data Transfer Network Protocols

Question

What are the network protocols used for SIOS DataKeeper Data Transfer?

Answer

SIOS DataKeeper uses named pipe communication and TCP Sockets.
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8.10.8. Delete and Switchover Actions
Grayed Out

Question

Why are the Delete and Switchover actions grayed out on the DataKeeper User Interface?

Answer

If the volume is under clustering protection (Microsoft clustering or SIOS LifeKeeper clustering), these
actions are disabled.
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8.10.9. Deleting a Mirror

Question

What actually happens when you delete a mirror?

Answer

The data remains on both sides, but the target and source data are no longer synchronized. The target
volume is unlocked and made fully accessible.
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8.10.10. Error Messages Log

Question

Where does DataKeeper log error messages?

Answer

DataKeeper events are logged in the Windows Application Event Log and the Windows System
Event Log. Here is a breakdown of the messages you can look for.

Application Event Log:
» Source = ExtMirrSvc — events related to the DataKeeper service.

» Source = DataKeeperVolume — events related to DataKeeper Volume Resources defined in
Windows Failover Clustering (WSFC).

+ Source = SIOS.SDRSnapln — events related to the DataKeeper GUI connecting to the DataKeeper
systems.

System Event Log:

» Source = ExtMirr — events directly related to mirror creation, mirror manipulation and replication.

* Note: The System Event Log should always be set to “Overwrite events as needed’. If
the System Event Log fills up or becomes corrupted, it will prevent DataKeeper from
properly recognizing mirror state changes.

Page 461 of 592



SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.10.11. Inability to Create a Mirror

Question

Why can’t | create a mirror?

Answer

* The common cause of this problem is that the volume on either source or target is in use by
another process. Stop the process that is accessing the volume and try again. The SIOS
DataKeeper software requires exclusive access to the target volume during the creation of the
mirror.

* The target volume must be as large, or larger, than the source volume. It is recommended that the
user compare the target volume size with the source volume size using the Disk Management
utility. If the sizes are not the same, recreate the target partition a little larger. See Volume
Considerations for more information.

* An error experienced during Create Mirror could indicate that the target volume is corrupt. If this
occurs, format the target volume and attempt to create the mirror again.

=

WARNING: Drive letters on the target and source must match when using Windows
Server Failover Clustering.
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8.10.12. Network Disconnect

Scenario #1

In a 2-Node, non-clustering configuration (1x1) replicating a 100TB volume between Source server and
Target server over a WAN connection, the network goes down for twenty minutes.

Question

In this scenario, what would happen to the Mirror State with DataKeeper Standard Edition?

Answer

After a couple of minutes, the Source server will detect that the network is down and the mirror will go
from the MIRRORING state to the PAUSED state.

Question

Does DataKeeper continue to track changes on the Source server?

Answer

Yes. The Bitmap (# of Dirty Sectors) will continue to be updated on the Source server while the mirror is
in the PAUSED state.

Question

Once the network is resumed, will a partial resync to the Target server occur?

Answer

Yes. The mirror will go to the RESYNC state and remain there until all dirty sectors are written to the
Target server. It will be a partial resync.

Scenario #2
In a 2-Node, non-clustering configuration (1x1) replicating a 100TB volume between Source and Target

over a WAN connection, the network goes down for twelve hours. The Source server is rebooted while
the network is down.

Question

In this scenario, what would happen to the status of the Source server in DataKeeper Standard Edition?
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Answer

The Bitmap on the Source server is persistent (on disk), so it will not be affected by a Source reboot.
Only a partial resync is needed if the Source server is rebooted. The Target server will report that it is in
the MIRRORING state until it is reconnected to the Source server. Then it will go to the RESYNC state
while the resync is proceeding.
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8.10.13. Reclaim Full Capacity of Target
Drive

Question

How do | reclaim the full capacity of my target drive when | no longer need it for mirroring?

Answer

The file system on the target drive is overlaid by SIOS DataKeeper, thereby making it smaller than the
actual partition size. Although Disk Management indicates the full partition size, SIOS DataKeeper and
Windows Explorer indicate the smaller mirror size. To reclaim full capacity of the drive, reformat the
partition or use a partition resizing utility such as GParted (http://gparted.sourceforge.net/).
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8.10.14. Remove DataKeeper Storage from a
Windows Server Failover Cluster Role

To remove an existing DataKeeper Resource/Mirror from Windows Server Failover Clustering:
» Without impacting the existing role in WSFC, i.e. File Shares, SAP, Oracle, SQL
* Without having to run various emcmd commands, e.g. deletelocalmirroronly, cleanupmirror

Note: In the DataKeeper Ul, “Switchover Mirrors”, “Delete Job” and “Delete Mirror” are grayed out in the
Action Panel.

Reason: When a DataKeeper mirror is or becomes a part of a cluster/WSFC all administration takes
place at the WSFC level.

‘MOVING
STORAGE

MA

ILOVER GLUSTER ROLE

https://fast.wistia.net/embed/iframe/of9povjurg

Steps to Remove:
In Failover Cluster Manager:
1. From the Roles panel, select Storage and the related DataKeeper Volume
2. Right click and select Remove from the role you’ve created, then select Yes

3. From WFSC select Storage\Disk
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The DataKeeper Volume is now listed as/Assigned To, Available Storage.
4. Select Remove then select Yes
The DataKeeper Storage is no longer a resource in the cluster/WSFC.

5. In the DataKeeper Ul > Action Panel, select Delete Job. You will be prompted ...“Are you sure
you want to delete the ‘Volume (drive)’ and its mirror? Select Yes

If you have multiple mirrors/targets, select Delete Mirror, and the jobs will be deleted also.
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8.10.15. Resize or Grow Mirrored Volumes

Question

Can you resize or grow mirrored volumes?

Answer

Yes, beginning with Version 7.4, users can extend and shrink their DataKeeper volumes dynamically
while retaining mirror settings. See DataKeeper Volume Resize for more information.
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8.10.16. Server 2012: Server Manager “File
and Storage Services” Disk Status

Question

Why are DataKeeper Volumes that are being used in a Microsoft Failover Cluster not shown by Server
Manager as “Clustered”?

Answer

On Server 2012, the new Server Manager tool is capable of detecting if a complete “Disk” is being used
by Failover Cluster, for example as a Microsoft Cluster Shared Disk. However, the tool cannot detect if
one or more Volumes located on a “Disk” are being used as DataKeeper (replicated) Volumes in a
Cluster.
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8.10.17. Split-Brain FAQs

Scenario

| am using DataKeeper in a non-cluster environment. | am mirroring from Server1 at one site to Server2
at a second site. Communication is broken due to site-to-site VPN, and | need to fail over from Server1
to Server2. | cannot access Server1 from anywhere. Server1 is actually still on but not reachable
internally or externally, and there may be some processes still running in the backend.

Question

How can | fail over from Server1 to Server2?

Answer

Using the SWITCHOVERVOLUME command or the Switchover Mirror option in the DataKeeper Ul,
switch the source of the mirror to Server2. There will be a delay while the Target tries to connect to the

Source, but that should complete in 30-40 seconds or so.

Question

During the switchover period, both Server1 and Server2 are writing new data to the disk (Volume F on
both Server1 and Server2). When the connection comes back online, will Server1 automatically become
the Target?

Answer

No. This scenario will cause a split-brain condition. Perform one of the following to resolve this issue:

» Using the DataKeeper User Interface, perform the Split-Brain Recovery Procedure.

or

* Run the EMCMD PREPARETOBECOMETARGET command on the system that is going to
become the Target, and then run the CONTINUEMIRROR command on the system that is going to

become the Source.

Question

Which of the two methods above do you recommend for resolving the split-brain issue?

Answer

Whichever you prefer — they both perform the same functions.
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Question

Can the command for the Target server be run from the Source server?

Answer

Yes, the command for the Target server can be run from the Source server.

Question

How does DataKeeper sync the changed and unchanged blocks?

Answer

When resolving a split-brain condition, any changes on the system that is becoming the Target will be
overwritten and lost. If there are changes on that system that you want to retain, manually copy those
changes to the system that is going to become the Source.

Question

When running the PREPARETOBECOMETARGET command to resolve a split-brain condition, will a full
resync or partial resync occur from the Source?

Answer

The PREPARETOBECOMETARGET command will delete the mirror(s) on that system but will leave the
volume locked. The bitmap will remain intact so that a partial resync can be performed in the next step
(CONTINUEMIRROR).

Question

How can | simulate a split-brain scenario?

Answer

To simulate a split-brain scenario, unplug the network between two systems so they cannot
communicate. Run the SWITCHOVERVOLUME command (or select the Switchover Mirror option in the
DataKeeper Ul) on the Target so they both become Source, then reconnect the network. You are in a

split-brain condition at that point.

Question

Should | wait for the PREPARETOBECOMETARGET command to complete before running
CONTINUEMIRROR on the Source?
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Answer

The PREPARETOBECOMETARGET command completes immediately.
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8.10.18. Stop Replication Between Source
and Target

Question

How do | stop the replication between the Source and Target volumes?

Answer

Replication occurs at the driver level and can only be stopped or interrupted by sending a command from
the DataKeeper GUI or the DataKeeper command line (EMCMD) to the DataKeeper driver to do one of
the following:

 PAUSE the mirror — Mirror endpoints still exist, but all replication is suspended. Writes are tracked
on the source system so only a partial resync of the data is necessary to bring the target volume
back into sync when the mirror is CONTINUED.

+ BREAK the mirror — Mirror endpoints still exist, but all replication is suspended. Writes to the
source system are not tracked. RESYNCING the mirror will initiate a full resync of the data which
is required to bring the target volume back into sync with the source.

« DELETE the mirror — Mirror endpoints are deleted and replication stops.

* Note: Stopping the DataKeeper service does not stop replication.
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8.10.19. Using Volume Shadow Copy

Question

Can Volume Shadow Copy (VSS) be Used with DataKeeper Volumes?

Answer

VSS Shadow Copy can be enabled for DataKeeper volumes. However, the following guidelines apply:

+ VSS snapshot images must not be stored on a DataKeeper volume. Storing VSS snapshots on a
DataKeeper volume will prevent DataKeeper from being able to lock the volume and switch it over
to another node.

* When a DataKeeper volume is switched or failed over, any previous snapshots that were taken of
the DataKeeper volume are discarded and cannot be reused.

» VSS snapshot scheduling is not copied between the DataKeeper servers. If snapshots are
scheduled to be taken twice a day on the primary server and a switchover occurs, this schedule
will not be present on the backup server and will need to be redefined on the backup server.

* When switching back to a server where snapshots were previously enabled, VSS snapshots are

automatically re-enabled; HOWEVER, any previous snapshots that were taken of the DataKeeper
volume are discarded and cannot be reused.
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8.10.20. Volumes Unavailable for Mirroring

Question

Why are some of my volumes not available for mirroring?
Answer
The SIOS DataKeeper service filters out the following types of disk partitions:
+ Windows system volume
* Volume(s) that contain the Windows pagefile
* Non-NTFS formatted volumes (e.g. FAT, Raw FS)
» Non-fixed drive types (e.g. CD-ROMs, diskettes)

» Target volumes that are smaller than the source volume
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8.11. DataKeeper Troubleshooting

The topics in this section contain important information about known issues and restrictions offering
possible workarounds and/or solutions.

Known Issues and Workarounds

Access to Designated Volume Denied

Antivirus Software Exclusion List

DataKeeper Cannot be used as a Quorum Device for a Cluster

DataKeeper Volume cannot come Online after Network failure with clustered IP_Address on

Replication network

DataKeeper Volume Not Available as Cluster Resource Type

Failed to Create Mirror

Hyper-V Host Cluster Error

Live Migration Failure

MaxResyncPasses Value

Mirroring with Dynamic Disks

New Resources Offline But Unlocked

Server Login Accounts and Passwords Must Be Same on Each Server in the Cluster

System Event Log — Create Mirror Failed in the GUI

Unable to Determine Previous Install Path

User Interface — Failed to Create Mirror

User Interface — Shows Only One Side of the Mirror

WSFC — MS DTC Resource Failure

WSEC 2008 R2 SP1 Procedure Change

Windows Server 2012 Specific Issues
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Windows Server 2012 MMC Snap-in Crash

Windows Server 2012 — Simultaneous Move of Multiple Clustered File Server Roles Can

Result in DataKeeper Switchover Failures

Windows Server 2012 iSCSI Target Role Does Not Support Dynamic Disks

Windows Server 2012 Default Information Missing During Mirror Creation

Windows Server 2012 NIC Teaming Issue

WSFC 2012 Cluster Creation Default Setting Issue

WSFC 2012 Failover Cluster Manager Ul Defect

WSFC 2012 File Server Resource Manager Event Log Errors

WSFC 2012 File Shares Cannot be Created for File Server Role Using Server Manager or

Failover Cluster Manager

WSFC 2012 New File Server Type Not Supported

WSFC 2012 Server Manager — Incorrect Volume Display

WSFC 2012 Server Manager — DataKeeper “Disk” Not Shown as Clustered

Windows 2012 File Share

Windows Server 2016 Specific Issues

Occasional Job Creation Failure

WSFC 2016 File Shares Cannot be Created for File Server Role Using Server Manager or

Failover Cluster Manager

Restrictions

Bitlocker Does Not Support DataKeeper

CHANGEMIRRORENDPOINTS Restriction

CHKDSK

DataKeeper Volume Resize Restriction

Directory for Bitmap Must Be Created Prior to Relocation
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Duplicate |P_Addresses Disallowed Within a Job

Intensive 1-O with Synchronous Replication

Resource Tag Name Restrictions
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8.11.1. DKCE Common Solutions

The following are the most commonly requested solutions.

» |nstallation Solutions

» Clustering Solutions

» Storage Solutions

* Networking Solutions
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8.11.1.1. Most Common DKCE Installation
Solutions

The following are the most commonly requested installation related solutions.

How do | get and install my license(s)?

Where can | get the latest software?

(Log into the Customer Portal to access)

Why can’t | create a new mirror?

e Firewall Issue

» Locked Target
* Mirror remnants left from a previous mirror on the target

* Mirror Sizes

+ Pagefiles

* Volume in a RAW state

* Volume is not on-line in Disk Management on Target

Not able to lock volume. Event ID 144 (Pagefile)

Issue:
DataKeeper was not able to lock a volume and received the following error:

Log Name: System

Source: ExtMirr

Date: 4/26/2013 10:10:18 AM
Event ID: 144

Task Category: Mirror Creation
Level: Warning

Keywords: Classic

User: N/A

Computer: 12345

Description:

The volume could not be locked as requested.

Volume Device:
Local Volume : V

Page 480 of 592


https://siostechnologycorp.my.salesforce.com/sserv/home.jsp
https://supportportal.us.sios.com/aspx/SIOS_Customer_Support_Portal_Active_Page

SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

Error Code : 0xC0000022
There was an error locking the volume. (The error code above is a driver status value).
RECOMMENDATION/SOLUTION:

Disk locks will fail if a pagefile exists on the target of the mirror. It will not allow the mirror to be
continued from a paused/broken state if the target is accessible (unlocked). When this occurs a tool like
“process explorer” will show one or more open handles to a pagefile on that volume.

Ensure there is no pagefile on the offending volume (in this case it was the target DK
volume).

A system administrator had accidentally placed this pagefile on a mirrored volume after the mirror had
been created.

DataKeeper does not support mirroring to or from volumes containing Windows pagefiles.

Volume goes into a RAW state when the emcmd . unlockvolume
command is run

Issue:

* Able to create a mirror
* Once created and the emcmd . unlockvolume command is executed the Targeted volume enters
into a RAW state per Disk Management

Solution:

Verify that the Bytes Per Physical Sector are identical on both the Source and Targeted volumes.
Below is example of the output generated for Volume E, from the fsutil fsinfo ntfsinfo {drive letter}
command:

C:\Windows\System32>fsutil fsinfo ntfsinfo e:
NTFS Volume Serial Number : 0x26ace2alace26aaf
NTFS Version : 3.1

LFS Version : 2.0

Number Sectors : 0x00000000009fe7ff

Total Clusters : 0x000000000013fcff

Free Clusters : 0x00000000000dc0b3

Total Reserved : 0x0000000000000400

Bytes Per Sector : 512

Bytes Per Physical Sector : 512

Bytes Per Cluster : 4096

Bytes Per FileRecord Segment : 1024

Clusters Per FileRecord Segment : 0
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Mft Valid Data Length : 0x0000000000040000

Mft Start Len : 0x0000000000040000

Mft2 Start Lcn : 0x0000000000000002

Mft Zone Start : 0x0000000000040040

Mft Zone End : 0x000000000004c840

Max Device Trim Extent Count : 4096

Max Device Trim Byte Count : Oxffffffff

Max Volume Trim Extent Count : 62

Max Volume Trim Byte Count : 0x40000000

Resource Manager Identifier : SE5AB85D-6A6A-11E8-A950-00155D667911

How do | create a LifeKeeper SQL cluster with DataKeeper
as storage?

LifeKeeper/SQL installation Cheat Sheet

After the SQL Server CD/DVD or ISO media has been installed:
Via the SQL Server Installation Center:

+ Select New installation or add features to an existing installation

» Select all the defaults for the “Setup Support Files”

» For Setup Role select “SQL Server Feature Installation”

* On the Feature Selection screen, select the features of your choice

o Note: Under “Shared feature Directory:” maintain the default installation path(s). During the

LifeKeeper MS SQL Server installation, the database will be directed to the mirrored
volumes

» Per the Instance Configuration select “Default instance”

» Verify Disk Space Requirement, then select Next

Server Configuration:
* In the dialogue box below, (bottom right) select “Use the same account for all SQL Server
services”
* For the Account Name and Password, a domain administrator or an account with elevated domain

permission should be entered
* Then select Next.

* NOTE: These credentials are required to be the same on other servers running
SQL/LifeKeeper.

Database Engine Configuration:
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* Authentication Mode
o Select Mixed Mode (SQL Server authentication and Windows authentication)
o Specify the password for the SQL Server system administrator (sa) account

NOTE: These credentials are required to be the same on other servers running
SQL/LifeKeeper.

» Specify SQL Server administrators
o Choose “Add Current User” which is a domain administrator or an account with elevated
permission. SAME as from the Server Configuration portion earlier.

* Analysis Service Configuration
o Choose “Add Current User” which is a domain administrator or an account with elevated
permission. SAME as from the Server Configuration portion earlier.
Reporting Services Configuration:
 Install, but do not configure the report server
Error Reporting (Optional)

Ready to Install:

» Select Install
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8.11.1.2. Most Common DKCE Clustering
Solutions

The following are the most commonly requested clustering related solutions.

Perform a Health Check

How do | add/reqister an existing DataKeeper Volume to a
cluster?

Why has my Role FAILED in WSFC (e.g. SQL, SAP,
FileShare, Hyper-V, Generic App)?

» For licensing and rehosting information refer to Licensing

Example of a Basic WFSC Dependency Relationship of Hyper-V and
DataKeeper

Hyper-V
Dependency Report for the following:

o 1x1

* Windows Server 2012
« DataKeeper x.x.x

* Hyper-V
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Dependency Report

Cluster: SupportModes
Role: Bentgrass2012
Started 11/13/2018 3:59:03 PM
Completed 11/13/2018 3:59:04 PM

'Bentgrass2012 Datakeeper Volume K' has no required dependencies.

"Wirtual Machine Bentgrass2012' dependencies are "Wirtual Machine Configuration Bentgrass2012'.
"Wirtual Machine Bentgrass2012' required dependencies are Virtual Machine Configuration.

"Wirtual Machine Configuration Bentgrass2012' dependencies are 'Bentgrass2012 Datakeeper Volume K'.

"“Wirtual Machine Configuration Bentgrass2012' has no required dependencies.

&

represents 'AND' relationship: all child resources must be on-line

represents 'OR' relationship: at least one child resource must be on-line

= _|§V—| jal
'4-\;/: i '\-\L" = v’-
Virtual Machine Wirtual Machine Corfiguration Datakeeper Volume

Virtual Machine Bertgrass2012 Wirtual Machine Corfiguration Bertgrass2012 Datakeeper
Bertorass2012 Yolume K

Bentgrass2012 DataKeeper Volume K has no required dependencies

Virtual Machine Bentgrass2012 dependencies are Virtual Machine Configuration Bentgrass2012
Virtual Machine Bentgrass2012 required dependencies are Virtual Machine Configuration

Virtual Machine Configuration Bentgrass2012 dependencies are Bentgrass2012 DataKeeper Volume K
Virtual Machine Configuration Bentgrass2012 has no required dependencies

sSQL

Dependency Report for the following:

o 1x1

* Windows Sever 2012

» DataKeeper x.x.x

» SQL Server 2008 or higher



Dependency Report

Cluster:

Role: SQL Server (M55QLSERVER)
Started 11/13/2018 10:20:31 AM
Completed 11/13/2018 10:20:33 AM

'Datakeeper Volume E' has no required dependencies.

'IP Address: 172.17.100.57" has no required dependencies.

'Name: SI0SSQL' dependencies are 'IP Address: 172.17.100.57".

'SQL Network Name (SIOSSQL)' required dependencies are IP Address.
'SQL Server' dependencies are 'Name: SIOSSQL.

'SQL Server' has no required dependencies.

'SQL Server Agent' dependencies are 'SQL Server'.

'SQL Server Agent' has no required dependencies.

&

represents 'AND' relationship: all child resources must be on-line

represents 'OR’ relationship: at least one child rezource must be on-line

[E > a > 3‘% > ;'I.
SQL Server Agent SQL Server Metworke Name IP Address
SGL Server Agent SGL Server Name: SI0S5GL IP Address: 172.17.100.57
=
v
DataKeeper Volume

Datakeeper Volume E

DataKeeper Volume E has no required dependencies

IP Address: 172.17.100.57 has no required dependencies

Name: SIOSSQL dependencies are IP Address: 172.17.100.57

SQL Network Name (SIOSSQL) required dependencies are IP Address
SQL Server dependencies are Name: SIOSSQL

SQL Server has no required dependencies

SQL Server Agent dependencies are SQL Server

SQL Server Agent has no required dependencies

File Share
Dependency Report for the following:
o 1x1

 Windows Server 2016
+ DataKeeper x.x.x
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* File Share

Dependency Report

Cluster:

Role: QATESTFS

Started 11/13/2018 11:45:13 AM
Completed 11/13/2018 11:45:14 AM

'Datakeeper Volume F' has no required dependencies.

'File Server (\\QATESTFS)' dependencies are 'Datakeeper Volume F' and 'Name: QATESTFS'.
'File Server (\\QATESTFS)' has no required dependencies.

'IP Address: 172.17.100.225' has no required dependencies.

'Name: QATESTFS' dependencies are 'IP Address: 172.17.100.225".

'QATESTFS' required dependencies are IP Address.

&

represents 'AND' relationship: all child resources must be on-line

i
o

represents 'OR' relationship: at least one child resource must be on-line

» W
File Server And Network Name IP Address
File Server (WQATESTFS) Name: QATESTFS IP Address: 172.17.100.225
— _iw.'
Datakeeper Volume

Datakeeper Volume F

DataKeeper Volume F has no required dependencies

File Server \\QATESTFS) dependencies are DataKeeper Volume F and Name: QATESTFS
File Server (\W\QATESTFS) has no required dependencies

IP Address: 172.17.100.225 has no required dependencies

Name: QATESTFS dependencies are IP Address: 172.17.100.225

QATESTFS required dependencies are IP Address

How to recreate a mirror for an existing clustered
DataKeeper Resource

Issue:

A customer may have experienced some issues where a DataKeeper Resource is listed as Offline via
Windows Server Failover Cluster.
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* Note: An existing job in the DataKeeper GUI will most likely have a RED X status.

Solution:

* Remove all of the old mirror remnants from the Source and Target nodes
* Manually recreate the mirror via the ememd . createmirror command

To remove the mirror configuration from both nodes:

» cd %extmirrbase%/support (This is a shortcut to the DataKeeper\Support directory)
* run “cleanupmirror (drive letter)”

«¥s Note: Run this command on the Source first. This command performs the following:
+ deletes the local mirror only (NO DATA)
* resets the switchover flag
* notifies the driver and service that no mirror is present

To verify that the mirror has been properly removed, execute the following:

» cd extmirrbase (This is a shortcut to the DataKeeper directory)
* run “emcmd . getmirrorvolinfo (drive letter)”
The output should reflect no mirror e.g. 0 servername 0

Now you are in a position to manually recreate the mirror.
The syntax is as follows:
* emcmd (Source IP) createmirror (drive letter) (Target IP) A or S (Async mirror/Sync Mirror)

Upon completion, the DataKeeper Ul will now reflect a Resyncing status. This can also can be verified
from a command line by executing:

* emcmd . getmirrorvolinfo e
The output will reflect “E: 1 servername (Target IP) 2, where 2 is a mirror definition, indicating a

Resyncing status

Return to Windows Failover Clustering and online the Failed DataKeeper Resource.
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8.11.1.3. Most Common Storage Solutions

The following are the most commonly requested storage related solutions.

Why don’t | see my Target Drive when creating a mirror?

Target Volume Not Available During Mirror Creation

Issue:

A new volume on a Target node has just been formatted, assigned a letter and put online. On the Source
node when creating the mirror, the newly assigned volume/drive letter is not posted in the drop down
box.

Recommendation/Solution:

Go to Services and restart the “SIOS DataKeeper” Service

OR

From the command line type:

net stop “SIOS DataKeeper” Service, then
net start “SIOS DataKeeper” Service

Recreate the mirror, starting on the Source node and now via your drop down box you should be able to
select the newly created Target Volume.

Status = 33 When Creating a New Mirror

Issue:

When trying to create a new mirror via the DataKeeper GUI or from an emcmd . createmirror command
you may receive a Status = 33 message.

Probable cause: a pagefile may be located on the Target volume. Pagefiles are prohibted on
DataKeeper volumes.

Solution:
Relocate the pagefile
Ways to relocate the pagefile:

Disk Management applet
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Because the pagefile is a hidden system file, you will need to modify the folder attributes so that you can
see this file. Go to Control Panel\Appearance\Folder Options, the View Tab, select “Show hidden files,
folders, and drives”. Now the Volume will show pagefile.sys.

If the file needs to be relocated, go to Control Panel\System and Security\System, Performance,
Settings, Advanced, Virtual Memory/Change, deselect “Automatically manage paging file size for all
drives”. Select the drive for the new pagefile location, Customize size, then press Set. Note: This may
require a reboot.

In the DataKeeper Action Panel, why are Switchover, Delete
Job and other functions not available?

* Creating a DataKeeper Volume Resource in WSFC

How to Remove DataKeeper Storage from a Windows Server
Failover Cluster Role

Scenario:
Remove an existing DataKeeper Resource/Mirror from Windows Server Failover Clustering:

+ Without impacting the existing role in WSFC, i.e. File Shares, SAP, Oracle, SQL
» Without having to run various emcmd commands (e.g. deletelocalmirroronly, cleanupmirror)

* Note: In the DataKeeper Ul, the Action Panel shows “Switchover Mirrors”, “Delete Job”
and “Delete Mirror” are grayed out.
Reason: When a DataKeeper mirror is or becomes a part of a cluster/WSFC, all
administration takes place at the WSFC level.

Steps to Remove:
In Failover Cluster Manager:

* From the Roles panel, select Storage and the related DataKeeper Volume
> Right click and select “Remove from the role you’ve created’ “ and say Yes
* From WFSC select Storage\Disk
o The DataKeeper Volume is now listed as/Assigned To, Available Storage
= Select Remove and and select Yes

The DataKeeper Storage is no longer a resource in the cluster/WSFC.
Now that the aforementioned tasks have been completed in the DataKeeper Ul, in the Action Panel:
+ Select “Delete Job”
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* You will be prompted, “Are you sure you want to delete the ‘Volume (drive)’ and its mirror? Select
Yes
+ If you have multiple mirrors/Target, select “Delete Mirror”, thus its job will be deleted also

How do | remove my mirror/volume from an existing cluster?

How can | expand (resize) my disks?

» DataKeeper Volume Resize

Volume List in Disk Management Not Reporting the Correct Size
after Extending

Issue:
| have resized but Disk Management is not reporting the correct size.
The following steps extend a mirrored volume:
» Pause and Unlocked the mirror
+ Via Disk Manager, extend the volume for the Source and Target
» Continue and Lock All Mirrors
At that time in Disk Management, the OS was NOT reporting the Extended Size.

Solution:

Via DISKPART, the volume needs to be selected, then the volume needs to be extended.
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CiWindows\system32\diskpart.exa
d—only State = Mo
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: Ho

Uolume HEA Lty Label
Uolune 3 D Syztem DB HTFE Partition
VISKPART > filesystems

5 no volune selected.
1 a volume and try again.

olume 3 iz the selected wolume.

filesystems

Current File Susten

Type : HTFS
Allocation Unit Size : 48%6
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temz Supported for Formatting

Tupe : HTPS (Defaultl
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Type : FAT32
Allocation Unit Sizes: 4896, 3192 (Default). 16K. 32K. 4K

Tupe : REFS
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Allocation Unit .(Duraultﬁ
ITSKEPART > extend
—
MizkPart succeszsfully extended the volume.
DISKPART > select volume=e
olume 4 iz the selected volume.
DISKPART: il
Part succ ully ended the volume.
SKPART > select volume=Ff

olume 5 iz the selected volume.

Part succ ully ended the volume.
MISKPART > zelect wolume=i

olume 8 iz the selected volume.

ully extended the volume.

Upon completion, Disk Management will reflect the correct values.

Also, if you extend the volume using DISKPART, you will need to extend the file system in DISKPART
(Disk Management will extend the volume and the file system but DISKPART only extends the volume).

Here is the command in DISKPART to extend the file system after extending the volume in DISKPART:
select file system=D
extend filesystem

If needed run:
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emcmd . updatevolumeinfo <volume letter>
This command will ensure that DataKeeper will see the updated size of the volume.

Troubleshooting Resizing Issues

| have properly resized my Source and/or Targets (properly performed the resizing e.g. AWS, Azure,
VMware, Hyper-V and other host/bare metal platforms). However in Disk Management, those changes
are not readily reflected as these are known issues per Microsoft.

To ensure that the Source and Target are the same size or the Target is larger, perform the
following:
Use the ememd . getvolumeinfo command:

C:\Program Files (x86)\SIOS\DataKeeper>emcmd Sourceservername getvolumeinfo e 1

LEVEL 1 INFO —-

Volume Root = E:

Last Modified = Sun Jan 10 23:21:40 2021
Mirror Role = SOURCE

Label = SQL Data

FileSystem = NTFS

Total Space = 4291817472

Num Targets = 1

Attributes : Oh

| rem out/filter the other Volume attributes therefore for the Source only reflects:
C:\Program Files (x86)\SIOS\DataKeeper>emcmd Sourceservername getvolumeinfo e 1 |findstr Total
Total Space = 4291817472

Filter for the Target:
C:\Program Files (x86)\SIOS\DataKeeper>emcmd Targetservername getvolumeinfo e 1 |findstr Total
Total Space = 4291817472

The aforementioned gives you a view of the Total Space/Total Capacity.

If the Target is Locked, Access is Denied or Not Available then your output will reflect:
Total Space = N/A

Note: This is still under investigation, we have experienced Total Space will sometimes yield a Total
Space value when locked.

* As an alternative method, while at your elevated Administrator command prompt, consider
executing the following:
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emcmd . updatevolumeinfo (drive letter)

This command causes the SIOS DataKeeper service to query the driver for the correct mirror state. This
command is useful if the DataKeeper GUI displays information that appears to be incorrect or not up-to-
date. It is also useful with updating the Disk Management UI.

* A third method is to review the Total Capacity of the Source/Target in Disk Management:
o Select the drive, choose Properties and view Capacity. Capacity equals Total Capacity as
also reflected in the ememd . getvolumeinfo output.

If any of the aforementioned steps are NOT yielding the proper sizes after resizing, please perform any
of the following:

* In Disk Management, Offline the Disk in question (e.g. Disk 1, Disk 2), then Online. This action will
update the partition tables to reflect the correct sizes. If performing this on the Source, you may
want to inform users first, as they won’t be able to access a(n) Offline Disk. There are no problems
with these actions on a Targeted Volume.

* Rebooting the Target is also a welcomed measure for refreshing the disks and related size
changes.

* Use DISKPART to ensure the resize changes get accurately propagated:

From an elevated Administrator command prompt:

type DISKPART

DISKPART> list volume

DISKPART> select volume # (where # is the number of the affected volume which can be found
with list volume)

DISKPART> extend filesystem

Now the file system size should match the new partition size.

Type Exit to leave DISKPART and return to your command prompt

Upon completion, from the DataKeeper Ul, select Continue and Lock All Mirrors

Raw Volume
Issue:
* Able to create a mirror
* Once created and the emcmd . unlockvolume command is executed, the Targeted volume enters
into a RAW state per Disk Management
Solution:

» Verify that the Bytes Per Physical Sector are identical on both the Source and Targeted volumes.

Below is example of the output generated for Volume E, from the fsutil fsinfo ntfsinfo {drive letter}
command:
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C:\Windows\System32>fsutil fsinfo ntfsinfo e:
NTFS Volume Serial Number : 0x26ace2a1ace26aaf
NTFS Version : 3.1

LFS Version : 2.0

Number Sectors : 0x00000000009fe7ff

Total Clusters : 0x00000000001 3fcff

Free Clusters : 0x00000000000dc0b3

Total Reserved : 0x0000000000000400

Bytes Per Sector : 512

Bytes Per Physical Sector : 512

Bytes Per Cluster : 4096

Bytes Per FileRecord Segment : 1024
Clusters Per FileRecord Segment : 0

Mft Valid Data Length : 0x0000000000040000
Mft Start Lcn : 0x0000000000040000

Mft2 Start Lcn : 0x0000000000000002

Mft Zone Start : 0x0000000000040040

Mft Zone End : 0x000000000004c840

Max Device Trim Extent Count : 4096

Max Device Trim Byte Count : Oxffffffff

Max Volume Trim Extent Count : 62

Max Volume Trim Byte Count : 0x40000000
Resource Manager Identifier : 5SE5AB85D-6A6A-11E8-A950-00155D667911

How can | change my partition type from MBR to GPT?

Note: MBR has a 2 TB limitation

How to transition existing MBR volumes to GPT

The steps to take in achieving this are as follows for a 1x1 configuration. The volumes in the example
will be E and F:

* In Server A, create 2 new mirrors. One from volume E to one of the new volumes (e.g. volume X),
and another from volume F to the other new volume (e.g. volume Y).
» See Disk-to-Disk replication

Once both mirrors have fully synced, proceed to delete the mirrors as volumes that are used for Disk-to-
Disk replication can’t also be configured to replicate to another system.

To delete the mirrors:

1. Select the job that contains the mirror you want to delete
2. Right-click on the mirror and choose “Delete Mirror” or select “Delete Mirror” from the Actions task
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pane
3. Select Yes to delete the mirror
4. The mirror will be deleted and removed from the associated job

* Note: If the Delete Mirror option is grayed out (not available), this could mean the
volume is under clustering protection (Microsoft clustering or SIOS Protection Suite
clustering).

* Once the mirrors have been deleted, create another 2 new mirrors, this time from Server A to
Server B

* Ensure that the new volumes on B share the same letters as those on A (e.g. volume X and Y), as
well as other considerations from the documentation:

See Creating a Mirror

OR
Transition existing mirrors using MBR volumes to GPT volumes in a 1x1x1 configuration:

* In DataKeeper for Volume E “Pause and Unlock All Mirrors”
* On the Targets, Server B and Server C, in Disk Management, Delete Volume . . .
* On the Targets, Server B and Server C, in Disk Management, create the partitions as GPT

* NOTE: Before you Continue and Lock All Mirrors in DataKeeper, verify the size(s) of the
Source and Target are of equal size or the Target is larger than the Source.

* Once the sizes has been verified, select “Continue and Lock All Mirrors”

* The mirror will enter into a Resyncing state in the DataKeeper Ul

Once the mirrors have completed their FULL resync on Server B & Server C, in Failover Clustering
perform a move of your Role/Resource.

Now Server B or Server C becomes a Source and you can use the aforementioned steps to change
Volume E on Server A from MBR to GPT.

Does DataKeeper Support GPT (GUID Partition Table) Partitions?

Yes, DataKeeper supports GPT (GUID Partition Table) partitions.
Mirroring can be accomplished via the following partitioning schemes:

* MBR to GPT
+ GPT to GPT
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* NOTE: The aforementioned schemes are based on newly created partitions. Converting
either MBR or GPT requires the partition to
be deleted.
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8.11.1.4. Most Common Networking
Solutions

The following are the most commonly requested networking related solutions.

SIOS DataKeeper Service Will Not Start

DataKeeper Service Stopped Unexpectedly

Issues/Symptoms:
The DataKeeper Service periodically stops. The System Event Viewer will produce the following:

Log Name: System

Source: Microsoft-Windows-Resource-Exhaustion-Detector

Date:

Event ID: 2004

Task Category: Resource Exhaustion Diagnosis Events

Level: Warning

Keywords: Events related to exhaustion of system commit limit (virtual memory).

User: SYSTEM

Computer:

Description:

Windows successfully diagnosed a low virtual memory condition. The following programs consumed the
most virtual memory: disp+work.exe (12276) consumed 4458348544 bytes, disp+work.exe (10580)
consumed 3786977280 bytes, and disp+work.exe (6068) consumed 1657556992 bytes.

Solution:

ExtMirrSvc logs that it stopped because it couldn’t spawn a GUI thread. This is probably due to all the
memory being used up by disp+work.exe processes.

Errors from “extmirrsvc” service when establishing mirror

Issue:

When trying to configure SIOS DataKeeper Cluster Edition, it is not able to identify the server name or IP
addresses even though the servers are reachable via PING, NetBIOS and Telnet.

Solution:

Ensure that the account used to start the SIOS DataKeeper Service is a member of the local
Administrators Group on both nodes.

Also if you're using a Host file for name resolution, ensure the hostname and ipaddress for both nodes
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are populated in the hostfile. Once added, restart the SIOS DataKeeper Service via the Services Applet.

Server Overview in DataKeeper Not Showing Servers

gqtaKt)eeper Server Overview Showing Remote System (not remote
rives

Issue:
DataKeeper Server Overview showing remote system, but not remote drives
Solution:
Ensure that if you're using a hostfile, the following must be present on both nodes:
* The Full Qualified Domain Name/FQDN is being used
» All host entries are identical on both nodes

\Iclglume Missing in Server Overview when Attempting to Create a
irror

Issue:
When attempting to create a mirror via the DataKeeper GUI you may notice the following:

» Target Volume is present in Server Overview but after attempting to create, the Volume
disappears

* When attempting to manually create the mirror using EMCmd <system> CREATEMIRROR
<volume letter> <target system> <Type>. You may receive an error message “Status = 317"

* Note: The Graphical View of the volumes in Disk Management are showing the Source
and Target volumes are of equal size.

Solution:
It was determined that the Target volume disk was smaller than the Source.
Rules for mirror creation are as follows:
» Source & Target must be equal in size or Target must be larger than the Source

This can be verified by viewing the Total Capacity of the volume (select Properties) via Disk
Management or by using the following emcmd command:
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EMCmd <system> GETVOLUMEINFO <volume letter> <level>, This output, Total Space in particular,
needs to meet the criteria for mirror creation. Once resolved by increasing/shrinking the volumes, you
should be able to successfully create a mirror.

How do | move my existing mirror to a different network without having to
perform a FULL Resync?

Cluster Performance is Slow After Installing DataKeeper

» High-Speed Storage Best Practices

* Using AWS Instance Storage (ephemeral storage/disk) Properly
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8.11.2. Known Issues and Workarounds

Included below are known issues open against DataKeeper and DataKeeper Cluster Edition as well as
possible workarounds and/or solutions.

Access to Designated Volume Denied

Antivirus Software Exclusion List

DataKeeper Cannot be used as a Quorum Device for a Cluster

DataKeeper Volume cannot come Online after Network failure with clustered IP_Address on Replication

network

DataKeeper Volume Not Available as Cluster Resource Type

Failed to Create Mirror

Hyper-V Host Cluster Error

Live Migration Failure

MaxResyncPasses Value

Mirroring with Dynamic Disks

New Resources Offline But Unlocked

Server Login Accounts and Passwords Must Be Same on Each Server in the Cluster

System Event Log — Create Mirror Failed in the GUI

Unable to Determine Previous Install Path

User Interface — Failed to Create Mirror

User Interface — Shows Only One Side of the Mirror

WSFC — MS DTC Resource Failure

WSFC File Server Type Not Supported

WSFC 2008 R2 SP1 Procedure Change

Windows Server 2012 Specific Issues
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Windows Server 2012 MMC Snap-in Crash

Windows Server 2012 — Simultaneous Move of Multiple Clustered File Server Roles Can Result in

DataKeeper Switchover Failures

Windows Server 2012 iSCSI Target Role Does Not Support Dynamic Disks

Windows Server 2012 Default Information Missing During Mirror Creation

Windows Server 2012 NIC Teaming Issue

WSFC 2012 Cluster Creation Default Setting Issue

WSFEC 2012 Failover Cluster Manager Ul Defect

WSFEC 2012 File Server Resource Manager Event Log Errors

WSFEC 2012 File Shares Cannot be Created for File Server Role Using Server Manager or Failover

Cluster Manager

WSFC 2012 Server Manager — Incorrect Volume Display

WSFEC 2012 Server Manager — DataKeeper “Disk” Not Shown as Clustered

Windows 2012 File Share

Windows Server 2016 Specific Issues

Occasional Job Creation Failure

WSFC 2016 File Shares Cannot be Created for File Server Role Using Server Manager or Failover

Cluster Manager
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8.11.2.1. Access to Designated Volume
Denied

If access to the designated volume is denied, then check whether you are attempting to create the mirror
while other applications are accessing the volume. During Mirror Creation, the volumes must be locked
on the target system for exclusive access by the SIOS DataKeeper software.

In particular, the Distributed Tracking Client service, which is set to run by default in Windows, keeps two
file handles open for each volume. If the volume houses a SIOS DataKeeper target, the SIOS
DataKeeper driver cannot lock the volume. You must therefore stop the Distributed Tracking Client
service and set its startup policy to Manual.
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8.11.2.2. Antivirus Software Exclusion List
for LifeKeeper and DataKeeper for Windows

Description

Antivirus software stops LifeKeeper from updating a LifeKeeper registry key.

Antivirus software also quarantines LifeKeeper and DataKeeper executables causing LifeKeeper and
DataKeeper not to run properly.

Suggested Action

List of things to exclude in the antivirus software for LifeKeeper and DataKeeper:

- For SPS C:\LK\* directory (or whatever folder LifeKeeper is installed in).

- For DataKeeper C:\Program Files (x86)\SIOS\DataKeeper\ directory (or whatever folder DataKeeper is
installed in).

- The bitmap file location (by default on the c: drive but it may be relocated — C:\Program Files
(x86)\SIOS\DataKeeper\Bitmaps).

These locations include all of the executables and sometimes the antivirus software can quarantine
them, thus rendering LifeKeeper or DataKeeper inoperable.

Refer to Reqistry Entries for the list of registry keys that LifeKeeper and DataKeeper use.

AND

The UpperFilters registry key is located at:

HKEY LOCAL _MACHINE\SYSTEM\CurrentControlSet\Control\
Class\{71A27CDD-812A-11D0-BEC7-08002BE2092F}
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8.11.2.3. DataKeeper Cannot be used as a
Quorum Device for a Cluster

Question

Can a DataKeeper drive be used for a quorum disk?

Answer

No, a DataKeeper drive cannot be used for a quorum disk.

The quorum type is set to Node Majority if the number of nodes is odd (ex: 3-node cluster).

The quorum type is set to Node and File Share Witness Majority if the final number of nodes is even
(ex: 2-node cluster or 4-node cluster).
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8.11.2.4. DataKeeper Volume cannot come
Online after Network failure with clustered
IP Address on Replication network

If you have multiple cluster networks, IP Addresses shouldn’t be set up on the same network that
DataKeeper Volume resources are using for replication. Network errors may cause the DataKeeper
mirror to go into a Paused state. If the network error also causes the cluster IP Address resource to fail
its health checks, any resource hierarchy that contains both a DataKeeper Volume resource and the
cluster IP Address will not be brought Online on remote nodes due to the DataKeeper Volume mirror
state being in a non-Mirroring state.
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8.11.2.5. DataKeeper Volume Not Available
as Cluster Resource Type

WSFC Server — The DataKeeper Volume is Not Available as a Cluster Resource
Type After DataKeeper is Installed in a Microsoft WSFC Environment

Error/Message

The DataKeeper Volume is not available as a cluster resource type after DataKeeper is installed
in a Microsoft WSFC environment.

The Event Log will include the following message: “Failed to register the ‘DataKeeper Volume’
Resource DLL (DataKeeperVolume.dll). Error: 70”

Description

Resource DLL registration requires that all cluster nodes are up and online. In the case where one
node of an existing cluster is currently unavailable (offline, cluster service stopped, etc.),
automatic DataKeeper Resource DLL registration may fail during installation/update.

Suggested Action

The problem is normally corrected automatically when the other cluster node goes online. As soon
as the DataKeeper service is started there, Resource DLL registration will be attempted from that
node and registration will occur cluster-wide. In the event that automatic Resource DLL
registration does not occur, restart the DataKeeper service on any node after all cluster nodes are
up and online. The registration process begins 60 seconds after the DataKeeper service starts.
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8.11.2.6. Failed to Create Mirror

User Interface — Failed to Create Mirror — Application Event Log

Error/Message

Logged in the Application Event Log:

File: \GuiThread.cpp Line: 3099 Attempt to connect to remote system REMOTESERVER failed
with error 5. Please ensure that the local security policy for “Network Access: Let Everyone
permissions apply to anonymous users” is enabled on all the servers running DataKeeper.

Check: Local security policy setting on the specified system.

Description

Failed to create the mirror. Mirror is created but not stored in the job.

Suggested Action

Make local security policy change, open command prompt and run “EXTMIRRBASE %\emcmd.

deletemirror <volume>“ then perform the mirror creation action again.
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8.11.2.7. Hyper-V Host Cluster Error

Failover Cluster Error After Changing Virtual Machine Configuration While VM Is
Clustered

Description

If Failover Cluster Manager is used to modify the VM configuration while the VM is clustered such as
adding a Network Interface to the VM, “Refresh Virtual Machine Storage Configuration” errors may be
generated and the VM will fail Quick Migration and/or Live Migration to another cluster node.

This problem occurs only when the following criteria are met:
1. The VM is in the cluster
2. Failover Cluster Manager is used to change the VM network configuration

3. Storage other than Cluster Shared Disk is used for VM storage, such as DataKeeper Volume
replicated storage

All three criteria must be met for this error to occur. This error does not occur if Hyper-V Manager is
used to change VM network configurations when the VM is out of the cluster.

Here is what to look for:

£ refresh Yartual Machine Lonfiguration - Windows Internet Explorer

P —
ey el |ﬂ- C\User s Administrator QATESTIACpDAta\LOCH) Terry Dj A2 Refresh Virbud Machine Conf .. :I | [l %o 42
The TD tor thee wirtual machine conhigurabaon is "0lsded8e-36ad-d6de-22 1 c-0Jat3dacendd’. _:_l

Refresh Virtual Machine Storage Configuration

Updating the virtisal machine starage cordiguration with the currert gueest configuration...
Gathering the storage already in the virtual machine role....

Gathering storage reguired by the virtuzl machine corfiguration. ..

Gathering the available storages in the cluster...

Searching for any additional storage that may have been added to this virtual maching role...
Searching for any storage that is no longer needed by this virtual machine role...

Locking for new storage that is not already in the chuster,.,

Disk path L:wHonVel_LIDK)' is not a path to storage in the duster or to storage that can be added to the custer. You must ersure this
slarage i available to every node in the cluster to make this virtual machine highly availabe,

adding the new storage reguired by virtual machine “YMorviol_L{DK)" to the cluster...

in error occurred while adding new required storage to the virtwal machine role.
he given key was not present in the dickionary.

There was an error while updating the storage configuration for wirteal machine role "VYMonVal_L{DK])".
he given key was not present in the dictionary.

Eimsita Summang ;I
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Suggested Action
Contact Microsoft for information on a solution.

To make Virtual Machine network adapter changes without installing the Microsoft Hotfix, perform the
following:

1. Take the VM out of the cluster
2. Verify that Virtual Network Names for NIC connections are identical on all cluster nodes
3. Use Hyper-V Manager to make virtual machine network configuration changes

4. Return the VM to the cluster and bring the DataKeeper Volume resource into the VM resource
hierarchy

5. Re-create the Virtual Machine Configuration resource to DataKeeper Volume resource
dependency (shown in yellow below)

A I o

é,.- = "_'_L._. > ?V
Wirtual Machine Wirtual bachee Configuration D atak eeper Volume
Whi_On_Wol D Wil Config i _Oin_Yol_D) Datakeeper Vol D
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8.11.2.8. Live Migration Failure

Live Migration Fails if Virtual Network Names Differ
Description

When attempting to perform a live migration of a virtual machine(s) to another node in Failover Cluster
Manager, if Virtual Network Names for NIC connections are not identical on all cluster nodes, the
migration issues a “failed” status.

Suggested Action

Make sure that Virtual Network Names for NIC connections are identical on all cluster nodes.
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8.11.2.9. MaxResyncPasses Value

If, during a volume resynchronization, the number of passes made through the intent log exceeds the
MaxResyncPasses registry value (200 by default), SIOS DataKeeper logs a message to the Event Log
indicating that the resync process is taking too many passes and requests that the administrator stop
whatever process is writing to the drive being resynchronized. The mirror then goes to the Paused state.
You can increase the MaxResyncPasses value from the registry to give the resync process more time.
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8.11.2.10. Mirroring with Dynamic Disks

When changing from a Basic Disk to a Dynamic Disk, the underlying volume GUID may be changed by
the OS upon reboot. This will cause a DataKeeper mirror to break.

Suggested Action

When mirroring with dynamic disks, your dynamic volumes should be created and a reboot should be
performed PRIOR to creating your mirror. If the mirror has already been created, it must be deleted prior
to creating your dynamic volumes.
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8.11.2.11. New Resources Offline But
Unlocked

WSFC Server — Newly Created Resources Appear Offline But Are
Unlocked

Error/Message

Newly created resources appear offline but are unlocked.

Description

The new resource is always offline and unlocked before it is used.

Suggested Action

Switch the resource to online.
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8.11.2.12. Server Login Accounts and
Passwords Must Be Same on Each Server in
the Cluster

The DataKeeper GUI cannot connect to the target server in a cluster if server Login Accounts and

Passwords are different on each server.

Error Message

An Error Code 1326 will appear in the Application log (Note: The Error Code may also be a 2 with Event
ID 0):

SteelEye.Dialogs.AddServerWindow: Failed to connect to server:

172.17.105.112 System.ApplicationException: Failed to open a connection

to 172.17.105.112 (error code = 1326) at
SteelEye.DAO.Impl.DataReplication.ClientLibrarySDRService.throwIfNonZero (UInt32
errorCode, String message) at
SteelEye.DAO.Impl.DataReplication.ClientLibrarySDRService.getServiceInfo (String
serverName) at
SteelEye.DAO.Impl.DataReplication.CachingSDRService.<>c DisplayClass2.b 0()
at SteelEye.DAO.Impl.DataReplication.Cacher 1.fetch(String typekey,

String datakey, Fetcher fetcher) at
SteelEye.DAO.Impl.DataReplication.CachingSDRService.getServicelInfo (String
serverName) at
SteelEye.DataKeeper.SDR.SDRDataKeeperService.ConnectToServer (String

serverName) at

SteelEye.Dialogs.AddServerWindow.<>c DisplayClass4.b_ 0 (Object s,
DoWorkEventArgs e) at

System.ComponentModel .BackgroundWorker.WorkerThreadStart (Object argument)

net helpmsg 1326 shows:
Logon failure: unknown user name or bad password

Description/Cause

The Service Account User Names and Passwords being used to start DataKeeper are the same on both
servers and the firewalls are disabled on the servers; however, the Passwords used to log in to the
servers themselves are different.

Suggested Action

The DataKeeper GUI uses the server Login ID and Password; therefore, the User Name and Password
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used to log in to the servers themselves must be the same on each server and must have administrator
privileges.
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8.11.2.13. System Event Log — Create Mirror
Failed in the GUI

Error/Message

Create Mirror Failed in the GUI.

Description

This can result if a vmms.exe program is holding on to volume and preventing SIOS DataKeeper
from locking it.
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8.11.2.14. Unable to Determine Previous
Install Path

Installation — Fatal Error: Unable to Determine Previous Install Path

Error/Message

Fatal Error: Unable to determine previous install path. DataKeeper cannot be uninstalled or
reinstalled.

Description

When performing a “Repair” or “Uninstall” of DataKeeper, the “ExtMirrBase” value is missing in
the installation path of DataKeeper in the registry under HKLM\System\CurrentControlSet\
Control\Session Manager\Environment.

Suggested Action
Perform one of the following:

* Under the Environment key, create “ExtMirrBase” as a REG_SZ and set the value to the
DataKeeper installation path (i.e. C:\Program Files(x86)\SIOS\DataKeeper).

* To force InstallShield to perform a new install of DataKeeper, delete the following registry
key:

HKLM\Software\Wow6432Node\Microsoft\Windows\CurrentVersion\
Uninstall\
{BO0O365F8-E4E0-11D5-8323-0050DA240D61} .

This should be the installation key created by InstallShield for the DataKeeper product.
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8.11.2.15. User Interface — Failed to Create
Mirror

User Interface — Failed to Create Mirror, Event ID 137

Error/Message

Failed to create the mirror.
Event Id: 137
System Event Log

Unable to initialize mirror on the target machine.

Volume Device:

Source Volume: E

Target Machine: 10.17.103.135
Target Volume: E

Failed operation: Target reports error
Error Code: 0xC0000055

Description

DataKeeper cannot lock the Target volume during mirror creation.

Suggested Action

1. Verify the Distributed Link Tracking Client service is not running on either system.

2. Stop any other processes that may prevent DataKeeper from locking the Target volume (e.g. anti-
virus software).

3. Recreate the mirror.
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8.11.2.16. User Interface — Shows Only One
Side of the Mirror

If the SIOS DataKeeper Ul shows a volume as a source and its corresponding target as available or a

volume as a target with the corresponding source volume as available, you can use the command line
utility to force an update to the SIOS DataKeeper GUI or delete the orphaned side of the mirror. From a
command prompt, go to the SIOS DataKeeper directory on the server which is displaying unexpected
mirror status and perform the following steps:

1. Make sure that the mirror is not in a Paused or Broken state on the source. If so, continue the
mirror on the source. This should result in the mirror being re-established to the target.

2. Run EMCMD <system name> UpdateVolumelnfo <volume letter>

Where

<system name> is the name of the system;

<volume letter> is the letter of the volume.

3. If the problem is not resolved in Step 1, then stop and restart the SIOS DataKeeper service.
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8.11.2.17. WSFC — MS DTC Resource Failure

Error/Message

The cluster resource host subsystem (RHS) stopped unexpectedly. An attempt will be made to restart it.
This is usually due to a problem in a resource DLL. Please determine which resource DLL is causing the
issue and report the problem to the resource vendor.

Description

In Windows Failover Clustering, an MS DTC Resource fails to come online if configured with a
DataKeeper volume resource.

Log Name: System

Source: Microsoft-Windows-FailoverClustering
Date: <Date Time>

Event ID: 1146

Task Category: Resource Control Manager

Suggested Action

Install Service Pack 1 for Windows 2008 R2 or download and install the Microsoft Hotfix described in the
following KB article: http://support.microsoft.com/kb/978476. This will allow the MS DTC resource to

operate properly with a DataKeeper volume resource.
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8.11.2.18. WSFC 2008 R2 SP1 Procedure
Change

Description

When using WSFC 2008 R2 SP1, the procedure for Extending a Traditional 1x1 2-Node WSFC Cluster
to a Shared-Replicated 3-Node Cluster has changed. The WSFC mmc GUI must not be used for adding
a node that is hosting a DataKeeper shared volume.

Suggested Action

When using WSFC 2008 R2 SP1, additional nodes with shared DataKeeper volumes can be safely
added to an existing cluster only with the WSFC Command line tool “cluster /add /node:
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8.11.2.19. Windows Server 2012 Specific
Issues

For issues related to Windows Server 2012, see the following topics:

Windows Server 2012 MMC Snap-in Crash

Windows Server 2012 DataKeeper Switchover Failures

Windows Server 2012 iSCSI| Target Role Does Not Support Dynamic Disks

Windows Server 2012 Default Information Missing During Mirror Creation

Windows Server 2012 NIC Teaming Issue

WSFC 2012 Cluster Creation Default Setting Issue

WSFC 2012 Failover Cluster Manager Ul Defect

WSFC 2012 File Server Resource Manager Event Log Errors

WSFEC 2012 File Shares Cannot be Created for File Server Resource

WSFC 2012 New File Server Type Not Supported

WSFC 2012 Server Manager — Incorrect Volume Display

WSFC 2012 Server Manager — DataKeeper “DIsk” Not Shown as Clustered

WSFC 2012 File Share
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8.11.2.19.1. Windows Server 2012 MMC
Snap-in Crash

Description

When using the DataKeeper user interface (MMC Snap-in) on Windows Server 2012, the mmc.exe
process may crash unexpectedly due to an internal .Net or Windows Presentation Foundation (WPF)
issue. The error may show up on the screen and/or the event viewer.

Suggested Action

This crash does not affect the server(s) to which the snap-in was connected or any DataKeeper mirrors
established at the time of the crash. The MMC Snap-in may be safely relaunched. Simply close the Ul
and restart it.

The following are examples of Application Event Log messages that may be logged during this failure.

Log Name: Application

Source: Desktop Window Manager
Date: 11/28/2012 8:34:00 AM
Event ID: 9009

Task Category: None

Level: Information

Keywords: Classic

User: N/A

Computer: CAE-QA-VI96.QAGROUP.COM
Description:

The Desktop Window Manager has exited with code (0xd00002fe)

Log Name: Application

Source: .NET Runtime

Date: 11/28/2012 8:34:00 AM
Event ID: 1026

Task Category: None

Level: Error

Keywords: Classic

User: N/A

Computer: CAE-QA-V96.QAGROUP.COM
Description:

Application: mmc.exe
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Framework Version: v4.0.30319

Description: The process was terminated due to an unhandled exception.

Log Name: Application

Source: Application Error

Date: 11/28/2012 8:34:00 AM

Event ID: 1000

Task Category: (100)

Level: Error

Keywords: Classic

User: N/A

Computer: CAE-QA-V96.QAGROUP.COM

Description:

Faulting application name: mmc.exe, version: 6.2.9200.16384, time stamp:
0x50109efd

Faulting module name: KERNELBASE.dll, version: 6.2.9200.16384, time stamp:
0x5010ab2d

Exception code: 0xe(0434352

Fault offset: 0x00000000000189cc

Faulting process id: 0Oxdc4

Faulting application start time: 0x0lcdccd27c68alc6
Faulting application path: C:\Windows\system32\mmc.exe
Faulting module path: C:\Windows\system32\KERNELBASE.d1l1l
Report Id: 443c3ed3-3960-11e2-9400-0050569b131b

Faulting package full name:

Faulting package-relative application ID:
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8.11.2.19.2. Windows Server 2012 --
Simultaneous Move of Multiple Clustered
File Server Roles Can Result in DataKeeper
Switchover Failures

Description

If more than one File Server role is created in Failover Clustering, each of which is using one or more
DataKeeper Volume resources for storage, errors can occur if two or more roles are manually moved

from one node to another simultaneously. In some cases, one or more DataKeeper Volume resources
can fail to come online.

It is also possible that an error message is logged but the switchover works successfully; in that case,
the message logged will be Event ID 196:

Attempt to connect to remote system failed with error 64. Please ensure
that the local security policy for “Network Access: Let Everyone
permissions apply to anonymous users” is enabled on all the servers

running DataKeeper.
In this case, this event message can be ignored.

Suggested Action

If more than one File Server needs to be manually moved to another node, each one should be moved
independently. Make sure that the File Server has completely come online before attempting to move
any other File Servers.
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8.11.2.19.3. Windows Server 2012 iSCSI
Target Role Does Not Support Dynamic
Disks

Description

The iSCSI Target Role only supports DataKeeper Volumes that are mirrors of Simple Volumes placed
on Basic Disks. If any of your mirrors are using volumes such as Striped or Spanned volumes on a
Dynamic Disk on either the source or target system, then you cannot create an iSCSI Target role that
uses those DataKeeper Volume resources for storage.

View results

There was an error when the 1SCSI virtual disk was created.

Task Progress Status
Create (5051 virtual disk -]

The specified file path or its parent virtual disk path was not found. In a faldover cluster
configuration, wirtual disks can only be created or imported on shared cluster disks.

Create iSCSI target Mot run
Set target access Mot run
Aszsign ISCS1 wrbual disk to targel Mot run

« Previous Mext » Close I | Cancel
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8.11.2.19.4. Windows Server 2012 Default
Information Missing During Mirror Creation

Creating Mirrors with Multiple Targets

The first issue is during mirror creation in a multi-target configuration. In the final step, the user is
prompted for secondary relationship information. In previous OS versions, a default Source IP is
provided on this Additional Information Needed dialog. In Windows Server 2012, however, this default
IP is not provided, but the correct IP address must still be selected. If OK is clicked without selecting the
IP address, the mirror will still create, but key relationship information will be missing.

Additional Infermation Meeded

In the swent that ane of the servers below becomes the source of the mafror (Le. B switchaver or failover accurs), & mirrar will nesd to be created between the
server(s) on the laft and the servens) on the right. Plesse specily the mirror type and IP addresses that should be used in such an event

Miror type: | Asynchronous | =
Server Volume IP Address Server Walurme P Address
CAE-QA-VE5.QAGROUPCOM F | |.| CAE-QA-VEE.QAGROUPCOM F | |_|

// /"ﬂ

Creating Mirrors with Shared Volumes

The other issue is with the Shared Volumes dialog box when creating mirrors with shared volumes. In
previous OS versions, a default Source IP is provided on this screen. In Windows Server 2012, however,
this dialog will display “No Valid IP Selection Found.” The correct Source IP will still need to be
selected.
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i@ Shared Volumes

Choose a Source SOurce server CAE-QA-VI,QAGROUP.COM
Source IP and mask: 10.200.8.94

Choose a Target Source volume: H
Configure Details
Choose the systems that have volumes which are shared with the system above.
Uncheck the "Inchude” box if any system should not be included in the job.
Include Server Volume Source IP f Mask
CAE-QA-V95.QAGROUP.C' H [ No Valid IP Selection Found =]
Connect to Server

| Previous | | MNext || Cancel |
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8.11.2.19.5. Windows Server 2012 NIC
Teaming Issue

If you use the NIC Teaming feature of Windows Server 2012, Windows 2012 will report only one adapter
MAC address for the license. If you have many underlying adapters, the MAC address will arbitrarily
change and Windows may pick one of the adapters that may no longer be licensed.

To resolve this issue, configure the MAC address property of the virtual team adapter. This property can
be changed using the Advanced tab of the Adapter Properties as shown in the diagram:

General | Advanced | Drriver | Details | Evﬂrﬂs|

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
aon the right.

Property: Walue:

Header Data Spit ® |DD155D6?231 F
IPsec Cffload

IPv4 Checksum Offload

Large Send Offioad Version 2 (Pvd | Hot Present
Large Send Offload Version 2 (IPv
MAC Address

Feceive Side Scaling

Recv Segment Coalescing (IPv4)
Recv Segment Coalescing (IPwE)
TCP Checksum Cffload (I[Pv4)
TCF Checksum Offload (IPvE)
UDP Checksum Offload (IPv4)
UDFP Checksum Offload (IPvE)
Yirtual Machine GQueues
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8.11.2.19.6. WSFC 2012 Cluster Creation
Default Setting Issue

Description

During the cluster creation process in Windows Server 2012, Microsoft has added a new option to
automatically consume all disks and manage them through Failover Clustering. As a result, any attempts
to create a mirror in DataKeeper will fail and a message will be received in Disk Manager that the disk is
being managed by Failover Clustering.

Suggested Action

To prevent this from happening, in the Add Node Wizard, uncheck the box marked “Add all eligible
storage to the cluster” (shown below). Specific disks can then be added after the cluster is created.

F Confirmation

Before You Begin You are ready to add nodes to the cluster.
Sedect Servers

Validation Waming

Confimmation

cae-ga-v26.q0agroup.com

Add all elighble storage to the cluster.

To continue, chck Ned.

Uncheck this bax

To remedy if already being managed by Failover Clustering, remove the disks from Available Storage,
then online the disks in Disk Manager and use DataKeeper to manage the volumes.
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8.11.2.19.7. WSFC 2012 Failover Cluster
Manager Ul Defect (Delete Action Missing)

Description

On Windows Server 2012, the Microsoft Failover Cluster Manager Ul tool has a defect. When a “right-
click” is performed on a DataKeeper Volume resource from the Available Storage group, the drop-down
action list does not appear. That action list would normally include the “Delete” command (among other
actions) to delete the resource from the cluster.

Unfortunately, when the Admin is finished using a DataKeeper Volume storage resource, the resource
cannot be removed from the cluster with the Failover Cluster Manager Ul tool. This appears to affect
only non-Microsoft storage resources. Microsoft is working on a correction for this.

Suggested Action

Microsoft has released a Server 2012 Hotfix for this defect. Microsoft Article 2804526 provides a high
level overview of several WSFC Server 2012 issues including this problem. This article will refer you to
several hotfixes for Server 2012. Installing Microsoft Hotfix 2795997 will correct this particular problem.
Windows Update KB2803748 must also be installed (this normally occurs automatically). If KB2803748
is not installed, the cluster will become unstable

When requesting this hotfix, click on “Show hotfixes for all platforms and languages” and check the
x64 selection. Be sure to also update your 2012 Server with all Windows Updates after installing this
hotfix.

The workaround for this issue without installing the Microsoft hotfix is to delete the “DataKeeper
Volume” resource using Windows PowerShell. To remove a DataKeeper Volume resource from a
cluster with PowerShell, perform the following command:

remove-clusterResource “<DataKeeper Resource Name>"

For example:

PE C:n> remove—clusterResource "Mew DataKeeper Uolume'!

Remove—ClusterResource

Are you sure you want to remove cluster resource ‘HNew DataKeeper Uolume'?
[¥Y] Yes [H]1 Ho [5]1 Suspend [?7]1 Help {default iz "¥">: ¥

PS Caini

In the above example, replace “New DataKeeper Volume” with the actual name of your DataKeeper
Volume resource.
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8.11.2.19.8. WSFC 2012 File Server Resource
Manager Event Log Errors

Description

In Windows 2012, if a File Server Role is created which uses one or more DataKeeper Volume
resources and the File Server Resource Manager feature is enabled on the system, then a series of
“SRMSVC” errors (ID 8228) will be received on the offline node:

File Server Resource Manager was unable to access the following file or
volume: ‘E:’. This file or volume might be locked by another application

right now, or you might need to give Local System access to it.

Note: If any DataKeeper Volume resource is offline, this message will be received every ten seconds.

Suggested Action

These messages can be ignored; however, to prevent these messages from being received, File Server
Resource Manager Service may be disabled.
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8.11.2.19.9. WSFC 2012 File Shares Cannot
be Created for File Server Role Using Server
Manager or Failover Cluster Manager

Description

Once a cluster File Server role is created, neither Server Manager nor Failover Cluster Manager can
be used to initially create the share.

Suggested Action

Microsoft Article 2804526 provides a high level overview of several WSFC Server 2012 issues including
this problem. This article will refer you to several hotfixes for Server 2012.

When using Failover Cluster Manager on Server 2012, the File Share Wizard would not start when right-
clicking the “Add File Share” short-cut or when using the right panel “Add File Share” button if third party
storage was used. Installing Microsoft Hotfix 2795993 will correct this problem.

Alternatively, installing the following Windows Update modules for Server 2012 will also correct this
problem:

KB2815769 KB2803676 KB2785094 KB2779768 KB2771744 KB2761094
KB2812829 KB2800088 KB2784160 KB2779562 KB2771431 KB2758246
KB2812822 KB2795944 KB2783251 KB2778171 KB2770917 KB2756872
KB2811660 KB2790920 KB2782419 KB2777166 KB2769165 KB2751352
KB2803748 KB2788350 KB2780342 KB2771821 KB2764870

The Server 2012 Windows Update List shown above was cumulative as of 4/2/2013. Our lab tests
showed that Hotfix 2795993 may not install on every Server 2012 system. In that case, we recommend
installing at least the Windows Update modules listed above.

On Server 2012, the Server Manager tool could not be used to create shares on clustered volumes if
third party storage was used. Installing Microsoft Hotfix 2796000 will correct this problem. Alternatively,
installing the same set of Windows Update modules listed above will also correct this problem.

The workaround if not installing the above is to create the share using Windows Explorer. Once the

share is created through Windows Explorer, adjusting permissions or other aspects of the file share can
be performed normally through Server Manager or Failover Cluster console.
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8.11.2.19.10. WSFC File Server Type Not
Supported

Description

Most Windows versions offer two options for File Server Resources:
» File Server for General Use
+ Scale-Out File Server for Application Data (NEW)

The option, “Scale-Out File Server for Application Data”, is not currently supported.

@ File Server Type
v

Before You Begin Selact an option for a clustered file server:

Select Role (®) File Server for general use

Fie Server Type Use this option to provide a central location on your network for users to share files or for server
applications that wmmmmmwmummm
{SHH]“MFI&E;M{HFE}WM I also supports Data Deduplication, Fie
Resource Manager, DFS Replication, and other Flle Services mle services.

X ScaleOut Fle Serverfor application data

Use this option to provide storage for server applications or viual machines that leave files open for
extended periods of time. Scale-Out File Server client connections are distributed across nodes in the
cluster for better throughput. This option supports the SMB protocol. & does not support the NFS
protocol. Data Deduplication. DFS Replication. or File Server Resource Manager.

Suggested Action

When selecting a File Server Type, the first option, “File Server for General Use”, must be selected.
This File Server type existed in failover clusters prior to Windows Server 2012. It can be used to
increase the availability of files that are shared for use by users or by applications that open and close
files frequently.

Note: Windows Server ReFS (Resilient File System) is also not currently supported.
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8.11.2.19.11. WSFC 2012 Server Manager --
Incorrect Volume Display

Description

In Windows Server 2012, volume status can be viewed and volume manipulation can be performed
within Server Manager > File and Storage Services > Volumes. However, when using DataKeeper
volumes with cluster resources, this interface will not accurately reflect volume status.

In the following example, the DataKeeper Volumes E and F are split. One is Cluster Owner\Source on
CAE-QA-V95 and the other is Cluster Owner\Source on CAE-QA-V96; however, the Server Manager
“Volumes” display shows the volumes (E & F) on CAE-QA-V94 with red “percent used” progress bars
and does not show any volumes on CAE-QA-V95 or CAE-QA-V96.

VOLUMES
a All volumes | 8 total TASKS -
Filter p = - -9 - thot

-
s Wolume Status Fide Systern Label Prowisipreng  Capacty Free Space Deduplcation Rate Deduplication Savings  Percent Used

4 CAE-CJA-VI4 (4)

E Fixed 000 B G.00 B =]
Whhiolume[3b... System Reserved Fixed 3508 109 ME |
C: Fined ITEE 1e0GE S
4 CAE-QA-VIS (2)
WV elumeles.. System Reserved Fixed 350848 109 MB EE—
C Fizoed 3I9T7TGE  159GE .
4 CAE-QA-VI6 (2)
W olume[3M.. Systemn Reserved Fixsd ISOMEB 109 ME —
C: Fiued 3BT GE 159GE |————

If both resources share the same Cluster Owner\Source as in the following example (CAE-QA-V96), the
Server Manager shows the correct information.
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- VOLUMES

All volumes | B totsl TASKS w
Fite o v @~ v
3 Vahsmea Status  Fie System Label Provitioning Capscty Free Space  Deduplication Rate Deduplicaton Sewengs  Percent Used I

4 CAE-OA-V94 (2)
WIWeksmal3b,.
C

4 CAE-QA-VIS (2)
WPelumeles..
C

4 CAE-CIA-VIE (4)
WhWohme{30L.,
C
E
F

System Reserved

System Reserved

Vohemel
Vedume2

Fined
Fixed

Fixed
Fieed

Fiwed
Fined
Fined
Fised

350 MEB
397 GB

350 MB
39.7 GB

350 ME
39.7 GB
497 GB
4497 GB

100 ME
160 GE

100 MB
159 GR

109 ME
159GE
395 GB
365 GE
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8.11.2.19.12. WSFC 2012 Server Manager --
DataKeeper “Disk” Not Shown as Clustered

There are some inconsistencies in how cluster disks are shown in the “Disks” display under Server

Manager > File and Storage Services > Volumes > Disks.

The following screen shot shows an iISCSI Shared Disk and two DataKeeper Volumes in a cluster. There

is a check mark under the “Clustered” column heading for the iSCSI Disk, however, the DK Clustered

Volumes do not have a check mark even though they are in a cluster. There will be nothing displayed in

either the “Read Only” column or the “Clustered” column. This is due to the fact that DataKeeper

operates with Volumes, not Disks.

i Servers = ?'?Kf 8
i Vodurmes -
i -

m Storage Pools Mumbsr Wirtusd Disk

a4 CAE-CUA-\ES (4)
]

-””””a 1
DK tlustered_____-—-')‘ 2

Valumes

4 CAE-CUA-VDG (4)

i5C51 Shared o
Disk 1
2
3

COnline
Orling
Online

Cnline
Onling
Online

[=l 0,0

Capacity

400 GE
300 GE
5.00 GE

4000 GB
500 G&
500 G&
.7 e

Last refreshed on 301552002 12538 AM

008
ilia]:]
0o B

0B
oode
00 B
5T4GE

ead Cink
.......

TASKS =
W
shared Cubsyste m g ame
SAS Vidhsmre !
SAS Wihanre !

545 Vihanre

545 Vidhuare !
SAS Wiehamr !
SA5 Vidhaare !
15051 ROCEET I
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8.11.2.19.13. Windows 2012 File Share

When creating a fileshare using “SMB — Basic” on Windows 2012, by default the “Enable Continuous
availability” flag is checked which prohibits creating a fileshare resource. To solve this problem, uncheck

the box as shown in the picture.

Configure share settings

|_] Enable access-based enumeration

Select Profile
Share Location Access-based enumeration displays only the files and folders that a user has permissions to

' access. If 3 user does not hawve Read (or equivalent) permissions for a folder, Windows hides the
Share Name folder from the user's view.

nable continuous svailabilty
Permissions Continuous availability features track file operations on a highly available file share so that
clients can fail aver ta another node aof the cluster without interruption.

Learn mare about Services for Continucusly Available File Shares

Allgw cachmng of share
Caching makes the contents of the thare svailable ta offline users. If the BranchCache far
Metwaork Filas role serice is installed, you can enable Branchlache on the share.
L_| Enable BranchCache on the file share

BranchCache enakles computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other comparters in the branch.

Learn more about cnnﬁguring SME cache sethngs

"] Encrypt data access
When enabled, remote file access to this share will be encrypted. This secures the data against
unauthorized acoess while the data is transferred to and from the share, If this box is checked
and grayed out, an administrator has turned on encryption for the entire server,

I-r.PreuinusH Mext = | | Create || Cancel
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8.11.2.20. Windows Server 2016 Specific
Issues

For issues related to Windows Server 2016, see the following topic:

* Occasional Job Creation Failure

- WSFC 2016 File Shares Cannot be Created for File Server Role Using Server Manager or Failover
Cluster Manager
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8.11.2.20.1. Occasional Job Creation Failure

Occasionally, new job creation on Windows 2016 systems can fail. If this occurs, retry the create.
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8.11.2.20.2. WSFC 2016 File Shares Cannot
be Created for File Server Role Using Server
Manager or Failover Cluster Manager

Description

Once a cluster File Server role is created, neither Server Manager nor Failover Cluster Manager can
be used to initially create the share.

Suggested Action

Microsoft Article 2804526 provides a high level overview of several WSFC Server 2016 issues including
this problem. This article will refer you to several hotfixes for Server 2012.

When using Failover Cluster Manager on Server 2016, the File Share Wizard would not start when right-
clicking the “Add File Share” short-cut or when using the right panel “Add File Share” button if third party
storage was used. Installing Microsoft Hotfix 2795993 will correct this problem.

Alternatively, installing the following Windows Update modules for Server 2012 will also correct this
problem:

KB2815769 KB2803676 KB2785094 KB2779768 KB2771744 KB2761094
KB2812829 KB2800088 KB2784160 KB2779562 KB2771431 KB2758246
KB2812822 KB2795944 KB2783251 KB2778171 KB2770917 KB2756872
KB2811660 KB2790920 KB2782419 KB2777166 KB2769165 KB2751352
KB2803748 KB2788350 KB2780342 KB2771821 KB2764870

The Server 2012 Windows Update List shown above was cumulative as of 4/2/2013. Our lab tests
showed that Hotfix 2795993 may not install on every Server 2012 system. In that case, we recommend
installing at least the Windows Update modules listed above.

On Server 2012, the Server Manager tool could not be used to create shares on clustered volumes if
third party storage was used. Installing Microsoft Hotfix 2796000 will correct this problem. Alternatively,
installing the same set of Windows Update modules listed above will also correct this problem.

The workaround if not installing the above is to create the share using Windows Explorer. Once the

share is created through Windows Explorer, adjusting permissions or other aspects of the file share can
be performed normally through Server Manager or Failover Cluster console.
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DKCE with WSFC Message Catalog

DKCE Service ExtMirrSvc Message Catalog

DKCE Driver ExtMirr — System Event Log Messages

SIOS SDRSnapin (DataKeeper GUI) Message Catalog
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8.11.3.1. DKCE with WSFC Message Catalo&

Use Control F to search for a specific error code.

Code | Severity Message Cause/Action
17 Info DataKeeper Cluster Resource ‘Online’ operation for Volume ‘Y:’ was
successful.
2 — The System
cannot find the
file specified
DataKeeper Cluster Resource failed to connect to DataKeeper service :

i Siicls for Volume ‘Y?’ 231 = All pipe
instances are
busy

DataKeeper Cluster Resource ‘GetServicelnfo’ failed for Volume ‘%3:’.
19 Error .
Error: [%4]
15— The
DataKeeper Cluster Resource ‘GetVolumelnfo’ failed for Volume ‘M:’. | System cannot
20 Error . : :
Error: [15] find the drive
specified
DataKeeper Cluster Resource ‘Unlock Volume’ failed for Volume ‘%3:’.
21 Error .
Error: [%4]
1 — Incorrect
function
53 — The
network path
was not found
DataKeeper Cluster Resource ‘Switchover’ operation failed for Volume
22 Error e
Y:’. Error: [64] 64 — The
specified
network name
is no longer
available

23 Error DataKeeper Cluster Resource Volume ‘F:’ has no mirror.

33 -The

process cannot
DataKeeper Cluster Resource ‘Lock Volume’ failed for Volume ‘I:’. seEzes iz e

24 Error ) because another

Error: [33]

process has

locked a portion

of the file.

25 Info DataKeeper Cluster Resource ‘Offline’ for Volume ‘Y:” was successful.

26 Info DataKeeper Cluster Resource ‘LooksAlive’ test for Volume ‘%3’ failed.




DataKeeper Cluster Resource create temp filename on Volume ‘%3:’

27 |Bmor | coiled. Error:[%4]
. [10) ’ 0 .
8 Warning 1I:Z;ﬁ:':eadKeeper Cluster Resource open temp file ‘%3’ for Volume ‘%4:
. DataKeeper Cluster Resource flush temp file ‘%3’ for Volume ‘%4’
29 Warning failed
. DataKeeper Cluster Resource write temp file ‘%3’ for Volume ‘%4’
30 Warning failed
31 Warnin DataKeeper Cluster Resource create online thread for Volume ‘%3:’
9 | failed. Error:[%4]
32 Warnin DataKeeper Cluster Resource create offline thread for Volume ‘%3’
9 | failed. Error:[%4]
. DataKeeper Cluster Resource failed to validate volume letter private
33 Warning property
34 Error DataKeeper Volume Resource ‘I:’ failed to find a valid DataKeeper
Cluster Edition license.
DataKeeper Cluster Resource ‘Get Configuration’ for WSFC failed for e ks .System
35 Error VYR ) cannot find the
Volume ‘W:’. Error: [2] ! o
file specified
DataKeeper Cluster Resource ‘Set Configuration’ for WSFC failed for 2 ks .System
36 Error s i cannot find the
Volume ‘I:’. Error: [2] : o
file specified
37 Info DataKeeper Cluster Resource ‘TampaShare’ for volume ‘W:’ is being
deleted.
38 Info Clearing WSFC flag for DataKeeper Cluster Resource ‘TampaShare’
for volume ‘W:’ on node ‘MACHINE”’.
39 Error Mirror state for drive ‘%3:’ is invalid for switchover. State is %4. Inf(? Sl = no
action required
Unable to read the ‘Volumeletter’ property of a DataKeeper Volume
resource. The ‘VolumeLetter’ property may not have been assigned to :
) , 13 — The data is
40 Error the resource. Check the properties of this resource and make sure a invalid
‘VolumeLetter’ property is assigned. The Online operation has failed.
Error: [13]
The Online operation for DataKeeper Volume Resource ‘H:’ has timed
" . . 2 — The System
out waiting for a DataKeeper service connection. Check the '
41 Error . L . . . cannot find the
DataKeeper service and make sure it is running. The Online operation | ; I
: ) file specified
has failed. Error: [2]
492 Error DataKeeper Volume Resource ‘%3:’ Online operation was terminated
by the Resource Manager. The Online operation has failed.
43 Info New node to DataKeeper Cluster Resource ‘New DataKeeper Volume’
for volume ‘N:’ is being added.
44 Warnin Error %3 in getting job information for DataKeeper Cluster Resource
9 | ‘%4’ for volume ‘%5:".
45 Error No job defined in DataKeeper on system %3 for volume ‘%4:’. The
resource %5 will not come online on that node until job is defined.
46 Info Attempted to bring volume L Online on this system, but the last source




for this mirror is MACHINE1. This system is not a valid node for Online
— only the mirror target node or a share of the mirror source is valid.

47 Error Attempt to connect to service locally failed with error %3.

48 Info Volume N: is owned by node marl-pfc01n02 and is in state 129

49 Info

50 Info

51 Error Attempt to query dos device for volume %3 failed with error %4

52 Error Attempt to create dos device name for volume %3 failed with error %4

58 Error Attempt to delete dos device name for volume %3 failed with error %4

54 Error
During Offline, the resource DLL failed to start a separate thread to

55 Warnin periodically update the resource state. If the Offline request takes a

9 long time to complete, the resource might be marked FAILED by the

cluster service.

56 Error During volume Offline, DataKeeper Cluster Resource failed to connect
to DataKeeper service for Volume ‘%3:’. Error: [%4]
During volume Offline, DataKeeper Cluster Resource ‘Lock Volume’
failed for Volume ‘%3:’. Error: [%4]. The DataKeeper Offline procedure
will continue to attempt to bring this resource offline. Resolve the lock

57 Error . . N )
failure by closing any applications that have an exclusive handle on the
volume. If the volume still cannot be locked, reboot the system to force
the termination of Offline retries.
During volume Offline, DataKeeper Cluster Resource ‘GetVolumelnfo’
failed for Volume ‘%3:’. Error: [%4]. The DataKeeper Offline procedure

58 Error will continue to attempt to bring this resource offline, and will try again
to get the volume information for this resource. If the information still
cannot be retrieved, reboot the system to force the termination of
Offline retries.
During volume Online, DataKeeper Cluster Resource ‘GetVolumelnfo’

59 Error failed at ‘%3’ for Volume ‘%4’ Error: [%5]. The Volume ‘%3’ will be
marked as failed.
During Online, the resource DLL failed to start a separate thread to

60 Warning | periodically update the resource state. If the Online request takes a
long time to complete, the resource might fail to be brought online.

61 Error The attempt to bring the DataKeeper Cluster Resource online failed for
Volume ‘%3:’. Error: [%4]. The Volume ‘%3’ will be marked as failed.
During the Online operation for DataKeeper Volume Resource ‘%3,

62 Warning | the cluster node handle for the previous source system, ‘%4’, could not
be opened.
During volume Online, DataKeeper Cluster Resource

63 Error ‘GetConfiguration’ failed for Volume ‘%3:’. Error: [%4]. The Volume
‘%3 will be marked as failed.
During volume Online, DataKeeper Cluster Resource

64 Error ‘SetConfiguration’ failed for Volume ‘%3:’. Error: [%4]. The Volume
‘%3 will be marked as failed.

80 Error A failure occurred during the check of volume ‘%3’. Error: [%4]. The




volume ‘%3’ may be marked as failed.

A failure occurred trying to open a handle to the local cluster. Error:

96 Error [%3].

A failure occurred trying to open a handle to the cluster node ‘%3’.
97 Error )

Error: [%4]

The Online request was denied because a node outside the cluster,
98 Error ‘%4, is still reporting itself as Source for its corresponding volume

‘%5'.

The Private Property ‘%4’ was found with value ‘%5’. This indicates
99 Error that the target may have not been in the mirroring state with the

source.

This volume is in the Source role, but node ‘%4’ has brought the
100 | Error volume Online more recently. This appears to be an attempt to move a

mirror that is currently in the Split Brain state. Reboot the local server

or restart the Cluster service to resolve the Split Brain condition.

The DataKeeper Volume Join Cluster thread has completed split brain
101 Info : . . .

checking and is exiting with status %1.

The DataKeeper Volume LooksAlive health check for volume %1 failed
102 | Error .

with status %2.

The DataKeeper Volume IsAlive health check for volume %1 failed
103 | Error :

with status %2.

o . .

104 | Warning The DataKeeper Volume %3 has an active snapshot. Bypassing the

volume lock to prevent dropping the active snapshot.




8.11.3.2. DKCE Service ExtMirrSvc Message

Catalog

Use Control F to search for a specific error code.

Code | Severity Message Cause/Action

17 Info The SIOS DataKeeper Service version %1 is starting.

18 Warning | The SIOS DataKeeper Service has been stopped.

19 The SIOS DataKeeper Service has been paused.

20 The SIOS DataKeeper Service has been continued.

21 The SIOS DataKeeper Service terminated with error code %1 “%2”

22 Info The SIOS DataKeeper Service has been installed successfully

23 The SIOS DataKeeper Service has been successfully removed.

24 Debug checkpoint “%1” was encountered.
The registry value “%1” could not be found in the key “%2”. This value

o5 is reguired for the service to start successfully. Please reconfigure the
service, or add the value to the above source.
The service will be stopped.

26 While attempting'to exegutg the function: “%1”, error %2 was
encountered on line %3 in file: “%4”:

27

28

29 Error Error 1073 while trying to create the SIOS DataKeeper service

30 Error %1 while trying to Open the Service Control Manager

31 Error %1 while trying to install the SIOS DataKeeper service

32 While at_terr_lp’figg ttzicreate thread: “%1”, error %2 was encountered on
line %3 in file: “%4”:

33 The control connection to system “%1” could not be initialized. Pipe
Name="%2". Command="%3". The error code was “%4”.

34 Cannot allocate enough memory. Line: %1 File: %2

35 The GUI Thread pipe is waiting for a connection.

36 Error getting Service Info.

37 Command received from GUI: %1

38 Exit command received from GUI.

89 Service STOP command received from GUI.

40 Info Setting attributes for volume “X:”. New Attributes bitmap: “128”

41 Error “%1” while trying to set the volume attributes for volume “%2”.

48 Pausing a mirror for volume “%1” with target system “%2”




49

50 Restarting a mirror for volume “%1” with target system “%2”
51
52 Unknown command received from GUI: %1
58 Error %1 receiving command from GUI.
54 Error %1 sending response to GUI.
55 Error %1 creating GUI pipe.
56 Error %1 trying to connect to the GUI.
57 Error %1 trying to enable the process’s priviledge.
58 Error %1 trying to initialize the potential mirror structure.
64 Error %1 while trying to open the registry key %2
65 Error %1 while trying to read the registry value %2
66 Error %1 while trying to set the registry value %2
67 String “%1” already exists in Registry key value: %2.
69 An auto-discover request was received by “%1”.
70 Info The Auto Discovery thread is waiting for requests.
The value read from the registry key is not of the expected type.
71 . o
Registry Value: %1
Attempt to get the job associated with system ‘%3’ and volume ‘%4’
72 . g
failed. Error: %5
73 No job found associated with system ‘%3’ and volume ‘%4’.
80 Could not determine computername from FQDN ‘%3’
81 The Compare Volume pipe is waiting for a connection
82 Attempt to set the cluster resource property ‘%3’ for volume ‘%4’ to
value ‘%5’ failed. Error: ‘%6’
Failed to open the key ‘%3’ for the Cluster Resource associated with
83 o .0
volume ‘%4’. Error: %5
84 Failed to get the Cluster Resource Key associated with volume ‘%3’.
Error: %4
85 Failed to get the Cluster Resource associated with volume ‘%3’. Error:
%4
Failed to get the state of the Cluster Resource associated with volume
86 {aE .0
%3’. Error: %4
87 Failed to get the local computer name. Error: %3
88 Resource Mirror State Property for Volume [%3:], Target:%4, State:%5
could not be saved in the Cluster Database. Error: %6
89 Could not obtain a handle to the cluster.
97 Info Event Log Monitor started monitoring the “System” log.
98 Error code returned is [%1]




Couldn’t create an event for monitoring the event log by the service.

2 The service can not continue. Error code returned is [%1].
Couldn’t set the change notification for events for monitoring the event
100 log by the service. The service can not continue. Error code returned is
[%1]
The number of strings expected for the change status event were not
101 . . 0
received. The number received was [%1].
102 The value for %1 could not be parsed from the event log because of
error %?2.
112 DataKeeper License Manager failed to initialize: %1
113 | Info Found DataKeeper cluster permanent license key.
The hostid of
this system
. - : does not match
114 | Error Error in obtaining SteelEye DataKeeper license key. the hostid
specified in the
license file.
DataKeeper cluster evaluation license key found, expires at midnight in
115 | Info
21 days.
116 EM master license key has expired.
117 | Error No valid DataKeeper license key was found
IMPORTANT NOTICE! SIOS DataKeeper on this system is using an
evaluation license key which will expire at midnight on 06/07/09. To
continue functioning beyond that time, a permanent license key must
118 | Warning | be obtained. Please contact the original supplier of your evaluation
software, or visit http://www.steeleye.com for
information about purchasing a permanent license key for SIOS
DataKeeper.
ERROR! The evaluation license key for SteelEye DataKeeper on this
system has expired. Please contact the original supplier of your
119 | Error . . ) . .
evaluation software, or visit http://www.steeleye.com for information
about purchasing a permanent license key for SIOS DataKeeper.
120 | Error SIOS DataKeeper shutdown is now in progress.
121 The SIOS DataKeeper Service has started. Found EM restricted
permanent license key.
122 Licensing initialization — server not ready.
129
130 Found SDR OEM Key
131 SDR OEM Key is not valid
132 SDR OEM Key is valid but has expired %1 seconds differential
133 Localization File *%1’ is invalid
134 Failed to get the current machine locale when locale restricted
licensing is in operation
135 Found Locale restriction. Current Locale is %1’




This version of SDR is Licensed for the “%1’ locale, but you are not

1623 using this locale.

137 Failed to restore machine to "C’ locale.

144 The EventLog Monitoring thread received an unexpected return value
in WaitForSingleObject — status %1.

145 The EventLog Monitoring thread received an unexpected return value
in ReadEventLog — status %1.
Couldn’t open event log for monitoring by the service. Error code

146 .
returned is [%1].

147 Couldn’t set the change notification for events for monitoring the event
log by the service. Error code returned is [%1].

148 Unable to allocate memory for volume target information — service is
terminating.

149 The number of strings expected for the change role event were not
correct. Expected 5 strings. The number received was [%1].

150 Unable to allocate memory for volume rewind log information — service
is terminating.

151 Unable to create thread for volume rewind log — service is terminating.

152 | Info Rewind thread has been started for volume L.:.

153 The rewind thread for volume %?1: failed to initialize properly. Failure
reason: %?2

154 | Info The rewind thread for volume L: is terminating.

155 A rewind thread for was unable to open the ExtMirr Parameters registry
key.

156 Rewind thread for volume %1: was unable to open the ExtMirr volume
Parameters registry key.

157 Rewind thread for volume %1: was unable to read rewind log file.

158 Rewind thread for volume %1: was unable to truncate rewind log file.

159 Rewind thread for volume %1: was unable to create rewind log file.

160 Rewind log file for volume %?1: is an invalid size — truncating to size 0.

161 Rewind log file for volume %?1: is wrapping to start of file due to high
filesystem usage on rewind log volume. Less than %2 MB free.
Rewind log file for volume %1: is wrapping to start of file — size limit %2

162
MB reached.

163 Rewind log file for volume %1: is wrapping to start of file — age limit %2
minutes reached.
Rewind log file for volume %1: is corrupt — index number has

164 : i
overflowed. Zeroing out the log file.

165 Rewind thread for volume %1: was unable to write to rewind log file.

166 Rewind thread for volume %1: was unable to read dumpfile. Rewind

log file will be truncated to size 0.

167

Rewind thread for volume %1: was unable to determine if rewind is still




enabled for this volume. Assuming rewind is disabled.

Rewind thread for volume %1: was unable to create rewind log file. The

168 RewindLoglLocation registry value is not set in either the global ExtMirr
Parameters key, or in the volume’s key.

169 Rewind thread for volume %1: was unable to %2 compression of the
rewind log file.
Rewind thread for volume %1: the system appears to be recovering

170 . .
from a crash. Deleting all contents of the rewind log.

171 Rewind thread for volume %1: The mirror role is not target, but service
was unable to clear rewind log contents. Status %?2.

172 Rewind thread for volume %1: Mirror role is not Target — successfully
cleared logfile contents.

173 Unable to modify registry setting %2.

174 | Info Initiated switchover of mirror on volume H:\.

175 Bad Arguments: Switchover called with %3 as the server name.

176 GetMirrorVolume for drive %4 failed with error number %3.

177 | Info Calling Failover for volume Y:\.

178 Failover of volume %3 on has failed with error %4.

179 | Info Calling DeleteLocalMirrorOnly() for volume H:\.

180 DeleteLocalMirrorOnly() for volume %3 failed with error %4.

181 Info Calling CreateMirror().

182 CreateMirror() failed with error %3.

183 | Info Invoking switchover of mirror on volume Y:\ on source system
10.37.4.21.

184 Mirror role is %3. Cannot continue with switchover of mirror.

185 Mirror role is %3. Cannot perform switchover of mirror.

186 Cannot determine IP address for mirror target %3.
Switchover of mirror for drive E:\ cannot be performed. Mirror state is

187 | Error
Resync.

188 DataKeeper WSFC Resource ‘%3’ was not found in the Cluster folder.
DataKeeper was unable to access the local cluster. The handle is

189
NULL.
Failed to register the ‘DataKeeper Volume’ Resource DLL

O e (DataKeeperVolume.dll). Error: 70 Aucel oL

191 Failed to create process to register DataKeeper Resource Extension
DLL (%1). Error: %2

192 Failed to register the ‘%1’ Resource Extension DLL (%?2). Error: %3

193 Failed to disable WOW64 Redirection.

194 Failed to re-enable WOWG64 redirection.

195 | Error Attempt to connect to remote system 007IT-NAS-TW2 failed with error Error 5

).




Attempt to connect to remote system 007IT-NAS-TW2 failed with error

195 | Error 53, Error 53
Attempt to connect to remote system 192.168.85.7 failed with error 53.
Please ensure that the local security policy for “Network Access: Let
196 | Error o " Error 53
Everyone permissions apply to anonymous users” is enabled on all the
servers running DataKeeper.
Attempt to connect to remote system MACHINE.FQDN failed with error
64. Please ensure that the local security policy for “Network Access:
196 | Error . ” Error 64
Let Everyone permissions apply to anonymous users” is enabled on all
the servers running DataKeeper.
Attempt to connect to remote system MACHINE.FQDN failed with error
196 | Error 64. Please ensure tlha.t the local security policy for N?tyvork Access: Error 1326
Let Everyone permissions apply to anonymous users” is enabled on all
the servers running DataKeeper.
Attempt to connect to remote system MACHINE.FQDN failed with error
196 | Error 1131. Please ensure t_hat the local security policy for ”I\_letwork Access: Error 1131
Let Everyone permissions apply to anonymous users” is enabled on all
the servers running DataKeeper.
208 | Info Creating a new job.
209 Job (ID: %3) has invalid endpoints data.
210 Failed to create a GUID string. Error code was %3.
211 Info Attempting to update job(ID:
86e75d13-c32b-441b-9663-1aa661a83310) info on local system.
212 Failed to update job(ID: %3) on local system. Error code was %4.
213 Reading info for job(ID: %3).
214 Reading all jobs from the Registry.
215 Attempting to get all jobs from the registry.
216 | Info Updating job(ID: 8027a98a-fc8e-45f0-a9e9-cbccaef670f3) on all
servers.
217 | Info Attempting to delete job(ID: 910f97f2-12d0-4bfb-96bd-0f96d904d21f)
on remote server VIRTSERVERS.TTT. LOCAL.
218 |Info Attempting to update job(ID: 8027a98a-fc8e-45f0-a9e9-cbccaef670f3)
on remote server MACHINE.FQDN
219 | Info Update of job(ID: 86e75d13-c32b-441b-9663-12a661a83310) info Error 234, 1326
failed. Error code was 1326.
220 | Info Deleting job with ID DF0O4CDE3-5AA5-49FA-9410-8B6E57D12E77.
291 Info Deleting registry key for job with ID
910f97f2-12d0-4bfb-96bd-0f96d904d2 1f.
224 | Info Registered ‘DataKeeper Volume’ Cluster Resource Type.
225 | Info Registered ‘DataKeeper Volume’ Resource Extension DLL.
226 Could not save mirror settings in registry.
Switchover of volume Y:\ is aborting — unable to establish a connection
227 | Error to source system 10.37.4.21, although the source system appears to

be online. Make sure that the SteelEye DataKeeper Service is running




on system 10.37.4.21.

Switchover of volume %3 is continuing — source system name with IP

e address %4 was not available from job info.
299 Creation of additional targets after primary switchover failed with status
%3
230 |Info Switchover of volume I:\ started on shared node.
231 Info Switchover of volume I:\ on shared node completed successfully.
232 | Error Switchover of volume N:\ failed on shared node failed with error 1.
Shared node WINSUPB.QATEST.COM is the source of the existing
233 | Info . }
mirror for volume I:\.
Shared node WINSUPB.QATEST.COM is the target of the existing
234 | Error . .
mirror for volume N:\.
Mirror node RUFOUS.QATEST.COM is the source of the existing
235 | Error . ]
mirror for volume N:\.
Mirror node RUFOUS.QATEST.COM is the target of the existing mirror
236 | Info ;
for volume [:\.
237 | Error S\INltcho.ver of mirror for volume E:\ on source system 172.17.102.129 Error [33], [121]
failed with error 121.
238 | Info Attempting to unlock volume I:\ before creating mirror.
239 Attempting to unlock volume %3.
240 | Info Attempting to create mirror (source ip::vol — target ip::vol)
172.17.102.128::1 — 172.17.108.135::1
241 Create mirror failed with error %3.
242 IOCTL for configuration setting for volume %3 failed with error %4.
243 Switchover for mirror %3 completed. %4 mirrors created.
FLEXnet: The Ic_flexinit_property_handle_create API has failed. Error:
256 o
%3
257 FLEXnet: The Ic_flexinit_property _handle_set API has failed. Error: %3
258 FLEXnet: The Ic_flexinit APl has failed. Error: %3
259 FLEXnet: The Ic_flexinit_cleanup API has failed. Error: %3
260 FLEXnet: The Ic_flexinit_property handle_free has failed. Error: %3
261 Attempt to enable shared configuration for volume %3 failed. Error: %4
262 Attempt to disable shared configuration for volume %3 failed. Error: %4
263 Directories could not be created for bitmap file: %3. Multi-target
switchovers will require full resync.
264 Bitmap file could not be copied from old mirror source on %4.
265 Switchover for volume %3 was requested while volume was in the
Source role. This is an invalid request and will be failed.
A request to prepare volume %3 to relinquish the Source role was
266 received while the volume was not in the Source role. This is an invalid

request and will be failed.




267 | Info Prepare volume I:\ to relinquish source role during switchover.
268 Error number %3 getting mirror volume info for volume %4.
269 | Error Volume E: Mirror role 0 not allowed to pass mirror settings.
270 Mirror in wrong role. Cannot update mirror setting on system %3 and
volume %4.
271 Cannot connect to %3. Cannot send mirror property setting.
272 Error %3 setting mirror property on system %4 volume %5.
273 | Error Unsuccessful mirror settings broadcast to shared systems from
WINSUPA.QATEST.COM.
Switchover of mirror for volume [:\ failed. Source system 10.1.29.21 did
274 | Error not have a mirror in the mirroring state to this target, failed with error Error 87
87.
275 Job update did not contain the correct number of endpoints.
During switchover, a shared source system did not respond to
276 DataKeeper requests, but does not appear to be dead. Switchover will
be aborted — that node may be the mirror source. Please make sure
that the SIOS DataKeeper Service is running on all nodes.
277 Multiple shared nodes found to be in the Source role for volume %3.
The Job for volume %3 is non-standard and contains unexpected data.
278 This could result in operational failures. Please ensure that the Job is
configured correctly.
279
280
GetVolumelnfo for source volume %3 failed on server %4. Error %5.
281 The volume is not configured or missing. Switchover is continuing. If
the missing volume is replaced, you must force a full resync to the new
media.
During switchover Old Source Volume %3 EmVolume.Open failed on
289 . .
server %4. A Full Resync is required.
Switchover for volume %3 on source system %4 has encountered a
290 o . .
network error, code %5, and is attempting recovery .
A switchover request for volume %3 is being aborted. The volume is
291 : . k
still Online on this cluster node.
A duplicate switchover request was detected for volume %3. Returned
292 :
saved status: %4.
293 A duplicate switchover request was detected for volume %3, and the
wait has failed. Wait error: %4.
294 Failed to detach filter driver %3 from volume %4. Error: %5.
295 Failed to load VirtDisk.dII.
296 Failed to find the %3 function in VirtDisk.dll!
297 Failed to create the Virtual Disk %3. Error: %4.
298 Failed to open the Virtual Disk %3. Error: %4.




299 Failed to attach the Virtual Disk %3. Error: %4.

300 Failed to detach the Virtual Disk %3. Error: %4.
Failed to retrieve the Physical Device Path for the Virtual Disk %3.

301 o
Error: %4.

302 Failed to open the device %3.

303 Failed to initialize the device %3.

304 There is no snapshot location configured for volume %3.

305 The volume %3 could not be prepared for snapshotting.

306 The snapshot %3 could not be deleted. Error: %4
The Snapshot files for volumes %1 have been initialized. Preparing to

307 . :
contact the source system to begin snapshotting.

308 The snapshots %3 do not have the same Source system. This is
required for simultanious snapshots.

309 The volume %3 does not have a job associated with it. Jobs are
required for snapshots.

310 Failed to create the Virtual Disk %3. File already exists and is in use.

311 The SIOS DataKeeper Service failed to quiesce a group of volumes:
550/011!.

312 The SIOS DataKeeper Service %1

313 The SIOS DataKeeper Service encountered a non-fatal issue when
quiescing a group of volumes:

314 On source, no job found for snapshot target volume %3 on Server %4,
Error %5. Snapshot cancelled.
On source, no matching miror found for snapshot to target volume %3

315 .
on Server %4. Snapshot cancelled.

316 Snapshot source volume 3 info was not found for snapshot to target
volume %4 on target server %5, Error: 6. Snapshot cancelled.

317 Snapshot source volume %3 not in source role for snapshot to target
volume %4 on target server %5. Snapshot cancelled.

318 Snapshot source volume %3 not in mirroring state for snapshot to
target volume %4 on target server %5. Snapshot cancelled.

319 Snapshot source volume %3 was locked for snapshot to target volume
%4 on target server %5. Snapshot cancelled.

320 Unable to stop driver snapshot operation for volume %3 — status %4.

321 While dropping snapshots for volumes %1 one or more error or
warning conditions were encountered.

322 Snapshots for volumes %1 successfully dropped.

303 Failed to initiate snapshot of volume %3 on target system %4, status
%5.

304 Failed to initiate snapshot of volume %3 on target system %4, status
%5. Could not open handle to the volume.

325 Failed to retrieve snapshot initialization status of volume %3 on target




system %4, status %5.

Failed to retrieve snapshot initialization status of volume %3 on target

= system %4, status %5. Could not open handle to the volume.
Snapshot initialization of volume %3 on target system %4 failed with
327
status %5.
328 Snapshot requested for volumes %1.
329 Snapshot for volumes %1 created successfully.
330 Failed to wait for snapshot drop operation to complete, status %1.
331 One or more drop events was abandoned while waiting for snapshot
drop operation to complete.
332 Timed out while waiting for snapshot drop operation to complete.
889 Failed to signal a drop-complete event, status %1.
During switchover of volume %2 volume open failed with status %1.
334 .
Switchover aborted.
Attempt to switchover volume %2 is being aborted because there is a
335 . o
snapshot active on the volume. Query status was %1.
336 Cluster registration of volume %1 failed with status %2. Refer to
product documentation for steps to manually create a cluster resource.
337 Failed to determine the status of volume %3 on system %4. Error: %5.
338 DataKeeper WSFC resource file ‘%3’ could not be copied to the
Cluster at ‘%4’, Error: ‘%5’.
DataKeeper WSFC resource file ‘%3’ was missing in the DataKeeper
339 ) .
folder. Cluster registration cannot be performed.
340 Shared Volume failover of volume %3 encountered an error using the
Shared Owner file. %5 : status %4.
341 Shared Volume switchover of volume %3 failed. No shared targets
were reported by the current source system.
342 ClearBlockTarget() on system %3 for volume %4 failed with error %5.
343 SetConfiguration() on system %3 for volume %4 failed with error %5.
ClearBlockTarget() volume open on system %3 for volume %4 failed
344 .
with error %5.
345 Successfully added DataKeeperVolume registry entries.
346 Failed to add DataKeeperVolume registry entries. Failed with error %3.
Unable to determine if the mirror break to %3 for volume %4 was user
347 )
requested. Setting to user requested.
348 Failed to find job for server %3 and volume %4. Error: %5.
349 Successfully set the cluster resource property ‘%3’ for volume ‘%4’ to
value ‘%5’.
350 Failed to change mirror type. %4
IMPORTANT — VSS Quiesce failed. This may be due to the SIOS VSS
352 | Info Provider not being activated. To activate the SIOS VSS Provider, run

the script “install-siosprovider.cmd” which is located in




“%ExtMirrBase%\VSSProvider”.




SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

8.11.3.3. DKCE Driver ExtMirr — System
Event Log Messages

Use Control F to search for a specific error code.

Code | Severity Message

1 Info The SteelEye DataKeeper driver version 7.0 has started successfully.

The SIOS DataKeeper driver could not be started since the system is running an unsupported versic
of the operating system.

Required OS Version: %t%2.%3 Build %4

Current OS Version: %t%5.%6 Build %7

2 Error

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.
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16

Warning

The mirrored state of a Source volume has been changed.

16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
16 Warning | The mirrored state of a Source volume has been changed.
An invalid attempt was made to change the state of a Source volume. The volume will remain in stat
17 Error %3
0.
A partition that is currently involved in a mirror has been modified.
As a result, the mirror will be broken.
Volume Device: %t%1
18 Error Volume Letter: %t%2
Current State: %t%3
In the future, please break all mirrors on a physical disk before
re-partitioning that disk in order to ensure the integrity of data
on the mirrored volumes.
19 Warning | The driver has determined that the file system is invalid.
20 Warning | The mirrored state of a Target volume has been changed.
20 Warning | The mirrored state of a Target volume has been changed.
20 Warning | The mirrored state of a Target volume has been changed.
20 Warning | The mirrored state of a Target volume has been changed.
20 Warning | The mirrored state of a Target volume has been changed.
21 Warning | The mirror role of the volume has been changed.
22 Warning | Unable to connect to the target machine for this volume.
23 Warning | The mirror role of the volume has been changed.




23 Warning | The mirror role of the volume has been changed.
23 Warning | The mirror role of the volume has been changed.
23 Warning | The mirror role of the volume has been changed.
23 Warning | The mirror role of the volume has been changed.
88 Error Unable to connect to the target machine for this volume.
An error occurred while writing a connection header to the target. The will be broken.
34 Error . .
The error code above is a driver status value.
35 Warning | Writes to this volume will no longer be mirrored to the target. The mirror will be broken.
37 Error A write to the local (source) disk has failed.
A write to the local (source) disk has been cancelled.
38 Error . o . .
Cancelling of writes is not supported for mirrored drives.
39 Error The DataKeeper driver failed to queue a volume write.
Cannot create a mirror on the drive where persistent bitmap files are stored.
Mirror creation has been terminated. To create a mirror on this volume, change the BitmapBaseDir
40 Error . ) .
value in the ExtMirr driver Parameters
registry key to use a different drive, and reboot.
48 Warning | The mirror has been deleted.
The mirror has been deleted. However, since the delete was performed during a mirror
49 Warning | resynchronization, or before a previously-interrupted resynchronizaion was ever completed, the
contents of the volume may be corrupted.
50 Warning | The mirror has been commanded to failover.
55 Error Error 5 creating GUI pipe




55 Error Error 5 creating GUI pipe
58 Error An error occurred while writing a keep-alive packet over the network.
59 Error An error occurred while writing a keep-alive packet over
the network. The mirror will be BROKEN.
64 Error An error occurred while writing a keep-alive packet over
the network. The mirror will be PAUSED.
65 Error An error occurred while writing data to the target over the
network. The mirror will be BROKEN.
66 Error An error occurred while writing data to the target over the
network. The mirror will be PAUSED.
An error occurred while attempting to read the response from the target
67 Error . : )
machine over the network. The mirror will be broken.
The target machine has reported an error in writing the sent data to
68 Error o . .
its disk. The mirror will be broken.
A network error occured while transmitting data to the target machine.
69 Warning | An attempt will be made to reconnect with the target system without
losing any mirrored write. The mirror will not be broken at this time.
There was an error after attempting to reconnect to the target system.
70 Error : .
The mirror will be broken.
71 Info Successfully recovered from a network failure.
72 Error Error creating a volume named pipe.
Error connecting to the existing volume named pipe,
73 Error although the Target Control Thread is alive. The
EM service will attempt to restart the volume pipe.
96 Info A mirror resynchronization has begun.
97 Info The mirror resynchronization has completed successfully.




During Resynchronization, a large number of passes to update the mirror has been made due to

98 Warning | incoming writes. In order to ensure that the resynchronization will complete soon, please stop all writ
access to the volume.
99 Info The mirror resynchronization has failed.
The mirror resynchronization has been aborted due to
100 | Error .
a mirror state change.
The mirror resynchronization has been aborted due to
101 Error .
an error reading a block from the source volume.
This volume was not shutdown cleanly. As a result, the mirror could not
128 | Warnin be continued.
9 | An automatic mirror resynchronization will be performed to ensure that the
source and target are in sync.
The mirror on this volume could not be continued as the
129 | Warnin volume was not in None state at the time of a system shutdown.
9 | An automatic mirror resynchronization will be performed to ensure that the
source and target are in sync.
A continue of the mirror on this volume could not be performed as the
volume was not in None state. This could be due to writes received during
130 | Warning | boot before a connection could be made to the target machine.
An automatic mirror resynchronization will be performed to ensure that the
source and target are in sync.
SIOS DataKeeper was told to continue a mirror on this volume during a
system boot, but the registry value ““AutoResyncOnBoot™ was set to 2. This
. indicates that the volume should always be resynchronized in the event of
131 | Warning
a system reboot.
As a result, an automatic mirror resynchronization will be performed to
ensure that the source and target are in sync.
SIOS Datakeeper was told to continue a mirror on this volume, but the
registry value ““AutoResyncOnContinue™ was set to 2. This indicates that
132 | Warning | the volume should always be resynchronized when continued.
As a result, an automatic mirror resynchronization will be performed to
ensure that the source and target are in sync.
133 | Info The mirroring of this volume will be continued.
134 | Info The mirroring of this volume will be continued.
135 | Info A mirror will be created for this volume.
A continue of the mirror could not be performed because the target
drive was out of sync with the source.
136 | Warning | An automatic mirror resynchronization will be performed to ensure
that the source and target are in sync.
Volume Device: %t%1
137 | Error The target side of the mirror creation has failed.




144 | Warning | The volume could not be locked as requested.

145 | Error The volume could not be opened to lock it.

146 | Info The volume has been locked as requested

147 | Warning | The volume has been unlocked as requested

148 | Warning | The volume has not been unlocked as requested

149 | Info Open handles have been detected on this volume while trying to lock it.

An invalid attempt to establish a mirror occurred. Both systems were found to be Source. This may
have been due to all of LifeKeeper's Comm Paths being disconnected, the reconnected later, or by
bringing the mirror into service on each of the systems individually without being able to contact the
other system.

150 Error

151 The target volume could not be accessed/locked during mirror creation.




This could be because other processes have open handles on this volume, or the filesystem is
corrupted.

During the process of locking the target volume the driver has responded to

herd e IOCTL_DISK_IS_WRITABLE with a status code STATUS_MEDIA_ WRITE_PROTECTED.
. The user has deleted the drive letter assignment from a volume that is part of a mirror. Unless the dr
153 | Warning L . L . .
letter mapping is re-established, this mirror will not be in a usable state.
154 The DataKeeper driver could not open the registry key.
155 | Error The DataKeeper driver could not query the registry value.
156 | Info Unable to get filesystem info (FSCTL_GET_NTFS_VOLUME_DATA).
160 | Info BEFORE %t%1
161 | Info AFTER %t%1
162 | Warning | Unable to allocate storage for RemoteTargetinfo structure.
163 | Error The source system for this mirror has been changed.
164 | Error Unable to allocate storage during mirror creation.
165 | Info Cannot unlock target volume during resync, or until a previously-interrupted resync has been
completed.
The remote system reports that a different machine is now the
source for its mirror. The local mirror will be paused. To
166 | Warning | re-establish the mirror with this system as source, delete the
current active mirror to the remote system, and continue the mirror from
this system.
167 | Error Unable to connect to the volume port
167 | Error Unable to connect to the volume port




167 | Error Unable to connect to the volume port
167 | Error Unable to connect to the volume port
168 | Error Unable to initialize mirror on the target machine.
168 | Error Unable to initialize mirror on the target machine.
168 | Error Unable to initialize mirror on the target machine.
168 | Error Unable to initialize mirror on the target machine.




168 | Error Unable to initialize mirror on the target machine.

Unable to create bitmap to track writes on the target volume. This volume will not be able to be

169 | Warning | unlocked in read-write mode until a successful bitmap creation occurs, following a full or partial resyr
with the source, or following a reboot.

169 | Info Rewind thread for volume L: was unable to disable compression of the rewind log file.

170 | Info Successfully created bitmap to track writes on the target volume. This volume may now be unlocked
read-write mode.

Rewind logging is enabled for this volume, but the driver cannot communicate with rewind log servici

171 | Warning | The driver will log rewind data to its dump file instead, until communication with the rewind log daem
is restored.

Rewind logging is enabled for this volume, but the target driver cannot allocate

172 | Error memory to read current disk contents. This is a critical rewind failure — the
rewind feature will be disabled for this volume, and must be manually
re-enabled.

Rewind logging is enabled for this volume, but the driver cannot read

173 | Error current disk contents. This is a critical rewind failure — the
rewind feature will be disabled for this volume, and must be manually
re-enabled.

174 | Info Communication to the rewind log service has been re-established.

The RewindLogLocation value is not found in the ExtMirr\Parameters registry key, or the value founc
not a valid path. Time-indexed replay will be disabled.

175 | Error The RewindLogLocation value should be a REG_SZ value that contains the full path to the directory
where time-indexed replay logs should be created — normally the RewindLog directory in the
DataKeeper install directory.

176 | Error Unable to allocate memory for bitmap — mirror creation has failed

177 | Error Unable to create persistent file for bitmap. The persistent bitmap for this mirror will be marked Invalic

178 | Warning | Unable to delete persistent bitmap file.

179 | Error Unable to create BitmapWrite thread. The persistent bitmap for this mirror will be marked Invalid.
The BitmapBaseDir value is not found in the ExtMirr\Parameters registry key, or the value found is n
a valid path. Persistent Bitmap file creation will be disabled.

180 | Error The BitmapBaseDir value should be a REG_SZ value that contains the full path to the directory whel
persistent bitmaps should be created — normally the Bitmaps directory in the DataKeeper install
directory.

181 Error Unable to set the BitmapFileEnabled flag.

182 | Error Unable to set the BitmapFileValid flag.

183 | Error Unable to read data from the persistent bitmap file.

184 | Error Unable to write data to the persistent bitmap file.

185 | Error Unable to allocate memory to report target dirty bitmap. Mirror will be paused on the source system.




186 | Error Unable to receive target’s dirty bitmap list.
187 | Error Unable to allocate memory to read bitmap file. The persistent bitmap for this mirror has been markec
invalid.
Unable to determine sector size or filesystem cluster size for disk where bitmap files are stored. The
188 | Error persistent bitmap for this device cannot be created. Please verify that the BitmapBaseDir registry val
in the ExtMirr driver Parameters key is set to the correct path. BitmapBaseDir is currently set to >.
Failover was detected on this volume. The Persistent Bitmap file was not in a valid state when the
189 | Error ;
system went down, so a full resync will be performed.
192 | Error ending disk write tracking during switchover of volume %2. Remaining mirror creation will require full
resync.
Rewind logging is enabled for this volume, but the driver cannot write to the
193 | Error dump file to store rewind events. This is a critical rewind failure — the
rewind feature will be disabled for this volume, and must be manually
re-enabled.
194 | Info Rewind logging has been enabled for this volume.
195 | Info Rewind logging has been disabled for this volume.
An attempt to merge the bitmap from a writable target was made, but the bitmap
196 | Warning | bitmap file for one or more targets was not valid. Bits cannot be saved — a
full resync to all targets is required after switchover.
An attempt to merge the bitmap from a writable target was made, but the target
197 | Warnin was not successfully queried for its bitmap file report, possibly due to a
9 | hetwork failure. A full resync to all targets will be required after
switchover.
198 | Warning | The drive letter (2:) was unassigned from the volume containing DataKeeper bitmap files.
199 | Error Mirror creation failed due to an error creating the persistent bitmap file.
200 | Error Target-side mirror creation failed due to the switchover flag being set for this volume (G:). Use the
CLEARSWITCHOVER option in EmCmd to clear this flag.
201 Info
202 | Info The DataKeeper driver has detected that networking is now available.
203 | Error Mirror switchover failed due to the error below.




Target Dispatch thread detected a conflict on port

204 | Error 000000000100300001000000CCO0AOCD0000000000000000000000000000000000000000000000
This port may be in use by some other service or application.

205 |Info Creating bitmap file in default location for volume P:\ for target 192.168.1.206

206 | Info Creating bitmap file on shared volume I:\ for target 80.80.90.135.

207 | Error Unable to determine sector size or filesystem cluster size for shared disk. The persistent bitmap for t
volume to the target machine listed below cannot be created.

208 | Error Unable to allocate memory during persistent bitmap file creation. The persistent bitmap for this volun
to the target machine listed below cannot be created.

209 | Error The persistent bitmap file for this mirror is invalid, but there was an error creating the shared invalid
file. All writes to this volume will be failed until the system is rebooted.

210 | Error There was an error writing to or reading from the persistent bitmap file for this mirror. The persistent
bitmap file will not be used.

211 | Error The shared volume is now being used by another system. This system will block access to the volun
and any mirrors that were in place will be deleted.

212 | Info Successfully created new bitmap file for volume I:\ for target 80.80.90.135.

213 | Info Pending multi-target switchover to source for volume |: complete.

214 | Error Ending disk write tracking during switchover of volume %2. Remaining mirror creation will require ful
resync.

215 | Error Write tracking is off during switchover of volume %?2. Creating mirror to target %3 with full resync.

216 | Info Conditional mirror create fails for volume Q due to incorrect role.

217 | Info Correct role for conditional mirror create on volume S

218 Cannot restore mirror for volume %2 on shared target.

219 | Warning | A full resync of volume | to target IP 80.80.90.135 is needed.

220 | Info Resync of volume to target IP 80.80.90.135 starting with 524288 bytes to resync.

222 | Error Volume ? is being removed from the system while still part of a mirror

223 | Warnin Mirror was Paused due to system shutdown; reverting state to Mirroring to

9 | avoid split brain

225 | Error Target volume size is smaller than source.
Global bitmap volume %2 has not been detected yet. Mirror source threads may hang if this volume

226 | Error does not exist. Check to make sure that the BitmapBaseDir registry entry specifies a valid volume fo
storage of bitmaps.

227 | Error Snapshot %3 operation for volume %2 failed with status %4. Disabling snapshot and locking volume

228 | Info Snapshot successfully enabled for volume %2

229 | Info Snapshot for volume %2 disabled.

230 | Warnin Request to initiate snapshot on target %2 volume %3 failed. Mirror was not in the mirroring state at t

9 | time of the request.

231 | Warning | “Request to initiate snapshot on target %2 volume %3 failed with status %4.

232 | Warning | Unable to read Snapshot Device from registry for volume %2.

233 | Warning | Invalid Snapshot Device registry value for volume %2. Line %3.




234 | Warning | Cannot enable snapshot for volume %2 — volume size is 0.
235 | Warning | Cannot enable snapshot for volume %2 — bitmap allocation failed — out of memory.
236 | Warning | Cannot enable snapshot for volume %2 — snapshot thread creation failed with status %3.
237 | Warning | While disabling snapshot for volume %2, unable to lock volume (status %3).
238 | Error Volume %2: Mirror role is Source, but no targets found in the registry. Changing role to None and
forcing full resync.
239 | Info Wrote the following string to SharedOwner file on volume %2:
240 | Info Read the following string from SharedOwner file on volume %2:
241 | Warning | Data read from the shared owner file on volume %2 was unexpected — does not appear to be a strin
. Data to be written to the shared owner file on volume %2 was unexpected — does not appear to be a
242 | Warning .
string.
Cannot claim ownership of shared volume %2 — Unable to start the Shared Owner watch thread,
243 | Error
status %3.
244 | Error Cannot claim ownership of shared volume %2 — unable to create Shared Owner file, status %3.
245 | Error Cannot claim ownership of shared volume %2 — unable to get our ComputerName, status %3.
246 | Error Cannot claim ownership of shared volume %2 — unable to allocate buffer for shared file I/O, status %
247 | Error Failed to read or write Shared Owner file for shared volume %?2. Status %3.
During volume lock of shared volume %2, failed to initiate thread to modify Shared Owner file, status
248 | Error %3
0V.
249 | Error Unable to unlock shared volume %2, failed to claim shared owner file, status %3.
. Unable to allocate target sequence tracking array. This is not a major error but may result in a full
250 | Warning . .
resync in the event of a failover.
251 Info Successfully allocated target sequence tracking array.
. Unable to allocate target sequence tracking list entry. This is not a major error but may result in a full
252 | Warning . .
resync to some targets in the event of a failover.
253 | Error An invalid packet payload of type %2 was encountered.
254 | Error A received packet payload goes over the end of the total packet size.
255 | Error The data received in the packet payload was not in the expected form.
256 | Warning | Received a duplicate packet payload of type %2.
257 | Warning ;Jrrrlg:)Ie to allocate a flush header — this may indicate a memory shortage. It is not a critical DataKeey
258 | Warning | DataKeeper sequence number tracking encountered a condition that could lead to a full resync.
259 | Warning DataKeeper sequence number tracking encountered a condition that could lead to a full resync to th
given target.
260 | Warning | DataKeeper sequence number tracking encountered a condition that requires a full resync.
261 | Warning DataKeeper sequence number tracking encountered a condition that requires a full resync to the giv
target.
262 | Error An invalid response packet was received from the target system. A display of the relevant sequence
numbers is given below.
263 | Error Unable to set the value for the mirror.




The state of this mirror changed to a Non-Mirroring state, but the cluster was not notified within the

Ay | 1Hiel specified timeout. All pending writes to this volume will be failed, and the volume will be locked.

The state of this mirror changed to a Non-Mirroring state, but the attempt to notify the cluster failed. /
265 | Error . : . . ) :

pending writes to this volume will be failed, and the volume will be locked.

. An invalid attempt to establish a mirror occurred. The volume on the remote system is now a Target

266 | Warning .

a different Source system.
267 | Warning | Mirror create fails for shared volume %2 — ineligible to become a target.
268 | Warning | Unable to allocate storage for SavedBitmapInfo structure during switchover.

. Unable to allocate an MDL packet in the current chaining loop (#%?2). This may indicate a memory

269 | Warning . L

shortage. It is not a critical DataKeeper error.
270 | Error Unable to initialize RemoteTargetinfo structure.
271 | Error Unexpected device removal during mirror initialization — aborting mirror creation.
272 | Error An invalid attempt to establish a mirror occurred. Both systems were found to be Source.
273 | Error Source and target volume sector sizes don’t match.
274 | Error Unexpected device removal — driver was not previously notified to clean up.
275 | Info Initiate switchover to source for volume %?2.
276 | Error Switchover to source for volume %2 failed — %3.
277 | Error An invalid attempt to establish a mirror occurred. Both systems were found to be Source.
278 | Error At the last reboot, there were writes on volume %2 which were not tracked in a persistent bitmap. A

resync of this volume is required.
279 | Info Incoming writes are being temporarily blocked in order to allow mirror resync to complete.
280 | Info Resync complete — unblocking writes.
281 | Error The resync unblock timer expired — unblocking writes and terminating resync.




8.11.3.4. SIOS SDRSnapin (DataKeeper GUI)
Message Catalog

Use Control F to search for a specific error code.

Code | Severity Message Cause

0 Error SDRDataKeeperService: Mirror creation failed, rolling back the job endpoint.

0 Warnin SDRDataKeeperService: Resolving split brain. WMSSVR:E is to become the

9 | source with WMSSVR1:E as its target
0 Warnin DataReplication.Cacher: Item fetch failed, updating the cache time for key
9 | ‘volumeinfo.MACHINE.FQDN.vol-J
0 Warnin DataReplication.Cacher: ltem fetch failed, updating the cache time for key
9 ‘mirrorconfiguration.MACHINE.FQDN.vol-G.target-10.0.5.15.compression’
Thi
fron
rela
the
cre:
loo}
rela
CompleteMirrorPairsWindow: Failed to create the relationship. This is an invalid 0!

0 Error . . . mu

configuration and is not supported. Aun
the
Exa
1re
3 s)
rela
Sys
rela

SDR.StateUpdater: Failed to get volume information from server

0 Error ‘MACHINE.FQDN’: System.ApplicationException: Failed to open a connection |2
to MACHINE.FQDN (error_code = 2)

SDR.StateUpdater: Failed to get compression, bwlimit, and/or target infos

0 Error information from server ‘MACHINE’: System.ApplicationException: Mirror 2
operation failed (error_code = 2)

DataKeeperSnapln: Failed to show modal

0 Error dialogSystem.Reflection. TargetinvocationException: Exception has been 5
thrown by the target of an invocation. —> System.ApplicationException:
Volume operation failed (error_code = 2)

NewMirror.NewMirrorWizard: Failed to create the mirror or prompt to complete

0 Error mirror pairsSystem.ApplicationException: Volume operation failed (error_code |5
= 5)

0 Error SDR.StateUpdater: Failed to get volume information from server ‘MACHINE’: 15
System.ApplicationException: getVolumelnfo(...) failed (error_code = 15)
ResolveSplitbrainsWindow: Failed to launch resolve splitbrains

0 Error windowSystem.ApplicationException: Volume operation failed (error_code = 22

22)




SDR.Mirror: The post-pause unlock request failed:

el System.ApplicationException: Volume operation failed (error_code = 22) e
Ver
NewMirror.NewMirrorWizard: Failed to create the mirror and/or complete mirror DLk
- . C L . . Trai
Error pair informationSystem.ApplicationException: Mirror operation failed 33 sen
(error_code = 33)
star
“Me
ClientLibrarySDRService: Connectivity test failed for server ‘MACHINE.FQDN’:
Error SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed 53
to open a connection to MACHINE.FQDN (error_code = 53)
DataReplication.ClientLibrarySDRService: Failed to get the state/pre-lock the
. . ) Ver
Error target volume (probably due to an inaccessible target system from here): 53 Mic
SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed che
to open a connection to 10.30.89.11 (error_code = 53)
SDR.SDRDataKeeperService: Reconnecting previously connected server, at
Warnin startup, failed: 53
9 SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed
to open a connection to 10.1.0.189 (error_code = 53)
StateUpdater: Failed to get compression, bwlimit, and/or target information for
Error volume ‘N’ from server ‘WINSUPB’: 53
SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed
to open a connection to WINSUPB (error_code = 53
StateUpdater: Failed to get volume information from server ‘MACHINE.FQDN’: Ver
Error SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed 53 Mic
to open a connection to MACHINE.FQDN (error_code = 53) che
StateUpdater: Failed to get compresstion, bwlimit, and/or target infos
Error information from server ‘MACHINE.FQDN’: 64
SteelEye.DAO.DataReplication.Exception.ServiceNoLongerAvailableException:
Failed to open a connection to MACHINE.FQDN (error_code = 64)
StateUpdater: Failed to get volume information from server ‘MACHINE’:
Error SteelEye.DAO.DataReplication.Exception.ServiceNoLongerAvailableException: | 64
Failed to open a connection to MACHINE (error_code = 64)
Error StateUpdater: Failed to get volume information from server ‘MACHINE.FQDN’: 232
System.ApplicationException: getVolumelnfo(...) failed (error_code = 232)
SDRDataKeeperService: Unexpected error in update loop (legacy job
Error generation pass): System.ApplicationException: Volume operation failed 234
(error_code = 234)
995
toa
issL
(me
NewMirror.NewMirrorWizard: Failed to create the mirror and/or complete mirror ?f
Error pair informationSystem.ApplicationException: Mirror operation failed 995 o rE
(error_code = 995) .
ping
FQl
Sys
Sys
con
Error NewMirror.NewMirrorWizard: Failed to create the mirror or prompt to complete | 995




mirror pairs.System.ApplicationException: Mirror operation failed (error_code =
995)

Che
SR
SDRDataKeeperService: Mirror creation failed: System.ApplicationException: por
Error : . . ~ 995
Mirror operation failed (error_code = 995) ass
driv
Por
Loo
cort
in S
NewMirror.NewMirrorWizard: Failed to create the mirror or prompt to complete el
Error mirror pairsSystem.ApplicationException: Mirror operation failed (error_code = | 1225 ?g):
1225)
ID -
Eve
CLE
FLA
ResolveSplitbrainsWindow: Failed to launch resolve splitbrains
Error windowSystem.ApplicationException: Mirror operation failed (error_code = 1235
1235)
The
a p«
con
Ple:
Error 1265 you
sen
aut
Net
Sys
;Do
132
Sec
SteelEye.Dialogs.AddServerWindow: Failed to connect to server: I(rl]h\;
Error MACHINE.FQDNSystem.ApplicationException: Failed to open a connection to | 1326 Dor
MACHINE.FQDN (error_code = 1326) don
rest
Che
SteelEye.Dialogs.NewMirror.NewMirrorSource: Failed to go to next wizard o2l IS,
. L . GET NEXT
Warning | pageSystem.NullReferenceException: Object reference not set to an instance WIZARD
of an object. PANE
MIRROR
CREATION
FAILED,
Error SDRDataKeeperService: Mirror creation failed, rolling back the job endpoint. ROLLING
BACK THE
JOB
ENDPOINT
SteelEye.Views.JobView: Failed to update after selected target OPERATION
Warning | changedSystem.InvalidOperationException: The following operation is not valid NOT VALID

because the class View has shut down: Clear.




JobListView: Failed to handle right button

RIGHT

0 Error upSystem.InvalidOperationException: ShowContextMenu requires that an item BUTTON
be selected.
0 Warnin SDR.SDRDataKeeperService: Resolving split brain. MACHINE.FQDN:F is to SPLIT
9 | become the source with MACHINE.FQDN:F as its target BRAIN
0 Warnin DataReplication.ClientLibrarySDRService: Extended volume info not available \E/)(;}iz“ldee?nfo
9 | for volume ‘M’ on server ‘WINSUPA.QATEST.COM’ :
not available
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE) looks dead!
. Setting it’s flag and ignoring until we check again. Error:
IS ekt g System.ApplicationException: Failed to open a connection to MACHINE 2
(error_code = 2)
SDR.StateUpdater: Server
‘DEV-LRX3-12.DEVELOPMENT.SCHQ.SECIOUS.COM’ (via
. DEV-LRX3-12.DEVELOPMENT.SCHQ.SECIOUS.COM) looks dead! Setting
1053 [ Warning | .., . . . . i S S| 51
it's flag and ignoring until we check again. Error: System.ApplicationException:
Failed to open a connection to
DEV-LRX3-12.DEVELOPMENT.SCHQ.SECIOUS.COM (error_code = 51)
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE.FQDN) looks
. dead! Setting it’s flag and ignoring until we check again. Error:
B SteelEye.DAO.DataReplication.Exception.ServiceNotFoundException: Failed 2
to open a connection to MACHINE.FQDN (error_code = 53)
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE.FQDN) looks
. dead! Setting it's flag and ignoring until we check again. Error:
B8 | eketiling SteelEye.DAO.DataReplication.Exception.ServiceNoLongerAvailableException: e
Failed to open a connection to MACHINE.FQDN (error_code = 64)
SDR.StateUpdater: Server ‘WMS1’ (via 200.200.200.18) looks dead! Setting
1053 | Warning | it’s flag and ignoring until we check again. Error: System.ApplicationException: [ 1229
Failed to open a connection to 200.200.200.18 (error_code = 1229)
StateUpdater: Server ‘007IT-NAS-TW2' (via 192.168.10.2) looks dead! Setting
1053 | Warning | it's flag and ignoring until we check again. Error: System.ApplicationException: | 1231
Failed to open a connection to 192.168.10.2 (error_code = 1231)
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE.FQDN) looks
. dead! Setting it's flag and ignoring until we check again. Error:
I8 | ekt lg System.ApplicationException: Failed to open a connection to MACHINE.FQDN 75
(error_code = 1326)
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE.FQDN) looks
. dead! Setting it’s flag and ignoring until we check again. Error:
10 | e System.ApplicationException: Failed to open a connection to MACHINE el
(error_code = 1450)
SDR.StateUpdater: Server ‘MACHINE.FQDN’ (via MACHINE.FQDN) has come ololfI=
2053 | Warning : paater: : : BACK TO

back to life!

LIFE!
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8.11.4. Restrictions

Included below are restrictions associated with DataKeeper and DataKeeper Cluster Edition as well as
possible workarounds and/or solutions.

Bitlocker Does Not Support DataKeeper

CHANGEMIRRORENDPOINTS Restriction

CHKDSK

DataKeeper Volume Resize Restriction

Directory for Bitmap Must Be Created Prior to Relocation

Duplicate |IP_Addresses Disallowed Within a Job

Intensive 1-O with Synchronous Replication

Resource Tag Name Restrictions

SQL FCIl on Workgroup Clusters
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8.11.4.1. Bitlocker Does Not Support
DataKeeper

According to Microsoft, Bitlocker is not supported to work with Software RAID configurations. Since
DataKeeper is essentially a software RAID 1, Microsoft does not support Bitlocker working with
DataKeeper.

Note: EFS (Encrypting File System) and TDE (Transparent Disk Encryption) are compatible with
DataKeeper and can be used to encrypt data. In addition, both will also encrypt the data sent over
the network by DataKeeper.

The specific article and section can be found here:

https://technet.microsoft.com/en-us/library/ee449438#BKMK R2disks
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8.11.4.2. CHANGEMIRRORENDPOINTS

Description:

This command, which is used to move a DataKeeper protected volume to another network location, only
supports changing the endpoints of a mirrored volume that is configured on 3 nodes or fewer.

Workaround:

For configurations greater than three nodes, the mirrors must be deleted and recreated with the final
endpoint at the local site and use route adds to get the mirrors created and resynced before moving the
server to the final location/address/DR site.
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8.11.4.3. CHKDSK

Description

If you must run CHKDSK on a volume that is being replicated by SIOS DataKeeper, it is recommended
that you PAUSE the mirror before initiating the CHKDSK. After running CHKDSK, CONTINUE the mirror.
A partial resync occurs (updating those writes generated by the CHKDSK) and replication will continue.

Note: The bitmap file (for non-shared volumes) is located on the C drive which is defined by
BitmapBaseDir as the default location. Running CHKDSK on the C drive of the Source system will cause

an error due to the active bitmap file. Therefore, a switchover must be performed so that this Source
becomes Target and the bitmap file becomes inactive. The CHKDSK can then be executed on this
system as the new target (original source).
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8.11.4.4. DataKeeper Volume Resize
Restriction

The DataKeeper volume resize procedure should be performed on only one volume at a time.
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8.11.4.5. Directory for Bitmap Must Be
Created Prior to Relocation

Description

If you choose to relocate the bitmap file from the default location (%EXTMIRRBASE%\Bitmaps), you
must first create the new directory before changing the location in the registry and rebooting the system.
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8.11.4.6. Duplicate IP Addresses Disallowed
Within a Job

A DataKeeper job contains the endpoint information for all mirrors that are part of the job. This

information includes the host name, IP address, and drive letter of each mirror endpoint.

Within a job, an IP address cannot be duplicated on more than one node. For example, in a 4-node job,
nodes “A” and “B” may be configured with a private network connection, and nodes “C” and “D” may be
configured with a separate private network connection. However, the IP addresses on those private
networks must be unique for each node. If nodes A and B use 192.168.0.1 and 192.168.0.2 for
replication, then nodes C and D cannot also use 192.168.0.1 or 192.168.0.2 for replication.
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8.11.4.7. Intensive I-O with Synchronous
Replication

Description

Due to the nature of synchronous replication (blocking volume writes while waiting for a response from
the target system), you may experience sluggish behavior with any applications that are writing to the
mirrored volume. The frequency of these events could be high depending on the ratio of “Volume /O
traffic” to “system resource”. It is recommended that you use asynchronous replication when continuous
and intensive 1/O traffic is anticipated for the volume or when SIOS DataKeeper is used on a low
bandwidth network.
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8.11.4.8. Resource Tag Name Restrictions

Tag Name Length

All tags within DataKeeper may not exceed the 256 character limit.

Valid “Special” Characters

.y

However, the first character in a tag should not contain “.” or “/”.

Invalid Characters

+

@

#

$

*

“space”
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8.11.4.9. SQL FCI on Workgroup Clusters

According to Microsoft, SQL Server failover cluster instance (FCI) requires the cluster nodes to be

domain joined. Due to this restriction SIOS DataKeeper Cluster Edition cannot be used to protect
Microsoft SQL Server Failover Cluster Instances in a workgroup environment.
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8.12. Solutions

How to properly use AWS instance storage (ephemeral storage/disk)

» If SIOS AMIs are not being deployed on an AWS server, these disk initialization steps must
be considered. This was introduced with Windows 2016 and continues in later releases.

o AWS ephemeral storage (Instance Store) must be initialized every time a node starts up
from a “cold” shutdown (i.e. having been shut down in the AWS Console or from a CLI
“shutdown /s” from Windows — not a reboot).

o Windows 2012 R2 performs this step automatically (Ec2Config service). AWS includes
scripts (EC2Launch) to perform this initialization but the script has to be manually
scheduled by the user so that it runs at boot time.

o The SIOS AMIs on AWS have this task set up automatically. If you launch your own
Windows image in AWS and fail to set the script up to run at boot, and you are using
ephemeral storage for bitmaps (as recommended in Best Practices), the bitmap file/
volume will be missing and DataKeeper mirrors will not recreate.

SOLUTION
* Launch Disk Management and make sure the ephemeral storage is on-line, healthy, and is

assigned the volume letter you selected for the ephemeral storage.

» Ensure that the drive/drive letter assigned to the ephemeral storage is listed in the registry
located at HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\
Parameters . . . BitmapBaseDir

Note: Apply this workaround to all nodes in the cluster.

LONG TERM SOLUTION

Schedule the EC2Launch script to run at boot time on each system in the cluster to ensure that the
ephemeral storage is always available.

How to change the hostname of an existing license

* From the License Support menu select List License

Select the checkbox for the license you want to change (you can only do one license at a
time)

Click the Action dropdown and select Repair

Enter the new hostname

Select Repair then select Complete

How to deploy OpenJDK on LifeKeeper
Download OpendDK, the Windows x64 Installer, from https://openjdk.java.net/

Deploy the software on the Target node first

In LifeKeeper, perform a switchover/In-Service
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Repeat the steps above on other Target(s) after the switchovers are completed

Note: This is a Highly Available deployment as you are never installing the software on the Source/
Active node.

From a Command Prompt

type javac -version

Your output should be as follows:
“C:\Windows\system32>javac -version javac 14.0.1”

If not, you may need to add the following to your Systems Variable PATH/environment:

Control Panel\System and Security\System\System Properties\
Select the Advance Tab
Select Startup and Recovery

Select Environment Variables...
Select Path and then Edit

Add C:\Program Files\Java\jdk-14.0.1\bin to your string to reflect the following in the example
below:

C:\Program Files (x86)\Common

Files\Oracle\Java\
javapath;SystemRoot%\system32;%SystemRoot;%SystemRoot%\System32\
Wbem;%SYSTEMROOT%\System32\WindowsPowerShell\v1.0\;C:\Program
Files\Microsoft SQL Server\Client SDK\ODBC\110\Tools\Binn\;C:\Program Files
(x86)\Microsoft SQL Server\120\Tools\Binn\;C:\Program Files\Microsoft SQL Server\120\
Tools\Binn\;C:\Program Files\Microsoft SQL Server\120\DTS\Binn\;C:\Program Files
(x86)\Microsoft SQL Server\120\Tools\Binn\ManagementStudio\;C:\Program

Files (x86)\Microsoft SQL Server\120\DTS\Binn\;C:\Program Files\Java\jdk-14.0.1\bin

Perform the aforementioned on all nodes in your cluster(s).

How to recreate a mirror for an existing clustered DataKeeper Resource

Problem:

A customer may have experienced some issues where a DataKeeper Resource is listed as Offline via
Windows Server Failover Cluster.

Note: An existing job in the DataKeeper GUI will most likely have a RED X status
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Remove all of the old mirror remnants from the Source and Target nodes Manually recreate the mirror
via the ememd . createmirror command

To remove the mirror configuration from both nodes:

* cd %extmirrbase%/support (This is a shortcut to the DataKeeper\Support directory)
* run “cleanupmirror (drive letter)” Note: Run this command on the Source first. This
command performs the following:
o deletes the local mirror only (NO DATA)
o resets the switchover flag
o notifies the driver and service that no mirror is present

To verify that the mirror has been properly removed, execute the following:

» cd extmirrbase (This is a shortcut to the DataKeeper directory)
* run “emcmd . getmirrorvolinfo (drive letter)”
The output should reflect no mirror e.g. 0 servername 0

Now you are in a position to manually recreate the mirror.

The syntax is as follows:

« emcmd (Source IP) createmirror (drive letter) (Target IP) A or S (Async mirror/Sync Mirror)
Upon completion, the DataKeeper Ul will now reflect a Resyncing status. This can also can be
verified from a command line by executing:

* emcmd . getmirrorvolinfo e
The output will reflect “E: 1 servername (Target IP) 2, where 2 is a mirror definition, indicating
a Resyncing status

Return to Windows Failover Clustering and online the Failed DataKeeper Resource

How to determine what GPOs have been applied to a server

Problem:
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Group Policy Objects are sometimes deployed or redeployed after a server is rebooted impacting
the way the LifeKeeper (GUI) or DataKeeper may or may not perform.

Solution:

There are two methods:

From Start\Run enter rsop.msc

* The console will provide a list of policies that have been applied to a server
Or from an elevated command prompt, enter gpresult /Scope Computer /v

» This output will display a list of policies that have been applied to a server

Note: To determine what GPOs are being enforced per a user, enter gpresult /Scope user /v

Deleting mirrorendpoints

Steps to delete mirrorendpoints:

* Go in the registry for the node
* Go to HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ExtMirr\Parameters\Jobs
* Find the job for that endpoint and remove the endpoint from that job
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9. DKCE Support Matrix

Server Components

and DataCenter Editions

Supported Operating System v8.6.1 | v8.6.2 | v8.6.3 [ v8.6.4 | v8.7.0 | v8.7.1 | v8.7.2 | v8.8.0
Microsoft Windows Server 2008 Enterprise
and DataCenter Editions
Microsoft Windows Server 2008 R2 B4-bit | 64-bit | 64-bit | 64-bit | 64-bit |64-bit | 64-bit | 64-bit
Enterprise and DataCenter Editions
Microsoft Windows Server 2012 Standard | 4 it | 64.pit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
and DataCenter Editions
Microsoft Windows Server 2012 R2 . . . . . . . .
Standard and DataCenter Editions 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Microsoft Windows Server 2016 Standard | 6 it | 64-it | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
and DataCenter Editions
Microsoft Windows Server 2019 Standard 64-bit | 64-bit | 64-bit | 64-bit | 64-bit

virtual platforms:

* Microsoft Azure

* Azure Stack on Windows 2019

* VMware vSphere 5.5, 6.0, 6.5, 6.7, 7.0

* Microsoft Hyper-V Server 2008 R2 or later
* Google Cloud

* Amazon EC2 (AWS)

Note: The operating system versions listed above are supported for guests running on the following

User Interface Components

Supported Operating System v8.6.1 | v8.6.2 | v8.6.3 [ v8.6.4 | v8.7.0 | v8.7.1 | v8.7.2 | v8.8.0
Microsoft Windows Server 2008 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Microsoft Windows Server 2008 R2 64-bit | 64-bit | 64-bit | 64-bit [ 64-bit | 64-bit | 64-bit | 64-bit

virtual platforms:

* Microsoft Azure

* Azure Stack on Windows 2019

* VMware vSphere 5.5, 6.0, 6.5, 6.7, 7.0

» Microsoft Hyper-V Server 2008 R2 or later
* Google Cloud

* Amazon EC2 (AWS)

Note: The operating system versions listed above are supported for guests running on the following




Supported Operating System v8.6.1 | v8.6.2 | v8.6.3 [ v8.6.4 | v8.7.0 | v8.7.1 | v8.7.2 | v8.8.0
Microsoft Windows Server 2012 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Microsoft Windows Server 2012 R2 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Microsoft Windows Server 2016 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Microsoft Windows Server 2019 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Windows XP
Windows Vista
Windows 7 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Windows 8 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Windows 8.1 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit | 64-bit
Windows 10 64-bit | 64-bit | 64-bit

Note: The operating system versions listed above are supported for guests running on the following

virtual platforms:

e Microsoft Azure
e Azure Stack on Windows 2019

* VMware vSphere 5.5, 6.0, 6.5, 6.7, 7.0
* Microsoft Hyper-V Server 2008 R2 or later

* Google Cloud
* Amazon EC2 (AWS)




SIOS TECHNOLOGY CORP. SI0S DataKeeper Cluster Edition - 8.8.0

Installing Localized Language Supplement

LifeKeeper for Windows Localized Language Supplements are available to support LifeKeeper running in
a localized environment. The Localized Language Supplement contains translated LifeKeeper GUI text
strings and context-sensitive help in the localized language. For LifeKeeper v7.2.1 and beyond,
language supplements are available for Japanese language. The SIOS Protection Suite for Windows
Core installation program installs the required version of JRE.

The Japanese Localized Language Supplement includes language content for the SIOS Protection Suite
including LifeKeeper and DataKeeper products. The administrator can select which product to update.
The DataKeeper mmc-based GUI requires the Windows language pack be installed unless the complete
localized OS is already installed.

The LifeKeeper for Windows Localized Language Supplement, like the SIOS Protection Suite Core, is
installed via InstallShield. The installation requires no selection for Typical/Compact/Custom options. To
install the LifeKeeper for Windows Localized Language Supplement, run the setup program shipped with
the Localized Language Supplement product.

To repair an existing installation of LifeKeeper for Windows Localized Language Supplement, run the
setup program and choose Repair from the list of InstallShield options.

To remove LifeKeeper for Windows Localized Language Supplement, run Add/Remove Programs from
the Windows Control Panel. The Localized Language Supplement must be removed before removing
the LifeKeeper core product.
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